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FIGURE 3.11 Signal-to-noise ratio.

The channel capacity of a transmission system is the maximum rate at which bits
can be transferred reliably. We have seen above that the bit rate and reliability of a
transmission system are affected by the channel bandwidth, the signal energy or power,
and the noise power. Shannon derived an expression for channel capacity of an ideal
low-pass channel. He also showed that reliable communication is not possible at rates
above this capacity. The Shannon channel capacity is given by the following formula:

C = Wlog,(1 + SNR) bits/second 3.2)

The above example shows that with an SNR of 40 dB, which is slightly over the
maximum possible in a telephone line, Shannon’s formula gives a channel capacity
of 45.2 kbps. Until 1998 telephone modems achieved speeds below 40 kbps. The
V.90 modems that were introduced in 1998 operate at a rate of 56 kbps, well in excess
of the Shannon bound! How can this be? The explanation is given in Section 3.5."!

Table 3.3 shows the bit rates that are provided by current digital transmission
systems over various media. Twisted pairs of copper wires present a wide set of options
in telephone access networks and in Ethernet LANs. In traditional phone networks
the bandwidth is limited to 4 kHz and bit rates in the 40 kbps range are possible.
The same twisted pair of wires, however, can provide much higher bandwidth and
in ADSL is used to achieve up to several megabits/second in spans of several kilo-
meters. Ethernet uses twisted pair to achieve up to 100 Mbps over very short distances.
Wireless links also provide some options in access networks and LANs. For éxample,
IEEE 802.11 wireless LANSs can achieve several Mbps over short distances. Optical fiber
transmission provides the high bandwidths required in LANs and backbone networks
and can deliver gigabits/second over tens of kilometers. Dense wavelength division

" For a detailed explanation refer to [Avanoglu 1998].
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TABLE 3.3 Bit rates of digital transmission systems.

Digital transmission system Bit rate Observations
Telephone twisted pair 33.6-56 kbps 4 kHz telephone channel
Ethernet over twisted pair 10 Mbps 100 meters over unshielded twisted
pair
Fast Ethernet over twisted pair 100 Mbps 100 meters using several arrangements
of unshielded twisted pair
Cable modem coaxial cable 500 kbps to 4 Mbps Shared CATYV return channel
ADSL over twisted pair 64-640 kbps inbound Uses higher frequency band and
1.536-6.144 Mbps coexists with conventional analog
outbound telephone signal, which occupies
04 kHz band
Radio LAN in 2.4 GHz band 2-54 Mbps IEEE 802.11 wireless LAN
Digital radio in 28 GHz band 1.5-45 Mbps 5 km multipoint radio link
Optical fiber transmission system 2.5-10 Gbps Transmission using one wavelength
Optical fiber transmission system 1600 Gbps and higher Multiple simultaneous wavelengths

using wavelength division multiplexing

multiplexing systems will provide huge bandwidths by combining several hundred Gbps
optical signals in a single fiber and will profoundly affect network design. Section 3.8
discusses the properties of specific transmission media in more detail.

capacity is then -

SNR 1s

SHANNON CHANNEL CAPACITY OF TELEPHONE CHANNEL
Consider a te!ephone channel with W = 3.4 kHz and SNR = 10,000. The channel

¢ <3400 logz(l + 10000) = 45,200 bits/second

The followmg identities are useful here: log,x = Inx/In 2 = logox/ long We
note that the SNR is usually stated in dB. Thus if SNR = 10,000, then in dB the'

1010g10 SNR dB = 10log,, 10000 = 40 dB
The above result gives a bound to the achievable bit rate over ordinary analog

R
0
b

' telephone lines when limited to a bandwidth of 3.4 kHz.1?

3.3 DIGITAL REPRESENTATION

OF ANALOG SIGNALS

We now consider the digital representation of analog signals. Figure 3.12 shows a
3-second interval of a typical speech waveform for the following utterance: The speech

12See Section 3.8.1 for a discussion of the bandwidth of twisted pair cables used in telephone networks.
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FIGURE 3.12 Example of speech waveform: “The speech signal level
* varies with time.”

signal level varies with time. It can be seen that the signal amplitude can assume any
value from an interval that is defined by some maximum value and minimum value.
This property characterizes analog signals. The exact representation of a value in an
interval requires an infinite number of bits. For this reason, analog waveforms cannot
be represented exactly in practice. In addition to speech and audio signals, other exam-
ples of analog information include image and video information. Image information
consists of the variation of intensity over a plane. Video and motion pictures involve the
variation of intensity over space and time. All of these signals can assume a continuum
of values over time and/or space and consequently require infinite precision in their
representation. All of these signals are also important in human communications and
are increasingly being incorporated into a variety of multimedia applications. In this
section we will consider the digitization of voice and audio signals. Image and video
signals are considered in Chapter 12.

The digitization of analog signals such as voice and audio involves two steps:
(1) measuring samples of the analog waveform at evenly spaced instants of time, say
T seconds, and (2) representing each sample value using a finite number of bits, say
m bits. The bit rate of the digitized signal is then m/ T bits/second. In the next section, we
introduce the notion of bandwidth of a signal, which is a measure of the rate at which
a signal varies with time. Intuitively, a signal that has a higher bandwidth will vary
faster and hence will need to be sampled more frequently. In the subsequent section we
introduce the quantizer, which is a device that produces an approximation of a sample
value using m bits.

3.3.1 Bandwidth of Analog Signals

Many signals that are found in nature are periodic and can be represented as the sum of
sinusoidal signals. For example, many speech sounds consist of the sum of a sinusoidal
wave at some fundamental frequency and its harmonics. These analog signals have the
form:

x(t) = axcos2rkfor + ). (3.3)

For example, Figure 3.13 shows the periodic voice waveform for the sound “ae” asin cat.
As another example, consider a digital signal that could occur if we were trans-
mitting binary information at a rate of 8 kilobits/second. Suppose that a binary 1 is
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FIGURE 3.13  Sample waveform of “ae™ sound as in cat.

transmitted by sending a rectangular pulse of amplitude 1 and of duration 0.125 mil-
liseconds, and a 0 by sending a pulse of amplitude — 1. Figure 3.14a shows the periodic
signal that results if we repeatedly send the octet 10101010, and Figure 3.14b shows
the signal that results when we send 11110000. Note that the signals result in square
waves that repeat at rates of 4 kHz and 1 kHz, respectively. By using Fourier series
analysis (see Appendix 3B), we can show that the first signal is given by

Xy (1) = (4/m){sin(27 (4000)¢) + (1/3) sin(27 (12000)¢) + (1/5) sin (27 (20000)¢ +- - - -}

3.4)
and has frequency components at the odd multiples (harmonics) of 4 kHz. Similarly,
we can show that the second signal has harmonics at odd multiples of 1 kHz and is
given by

x2(1) = (4/7){sin(2m (1000)1) + (1/3) sin(27 (3000)¢) + (1/5) sin(27 (5000)7 + - - -}

3.5)
Figure 3.15a and Figure 3.15b show the “spectrum” for the signals x;(f) and x»(t),
respectively. The spectrum gives the magnitude of the amplitudes of the sinusoidal
components of a signal. It can be seen that the first signal has significant components
over a much broader range of frequencies than the second signal: that is, x,(¢) has a
larger bandwidth than x,(¢). Indeed the bandwidth is an indicator of how fast a signal
varies with time. Signals that vary quickly have a larger bandwidth than signals that
vary slowly. For example, in Figure 3.15 x,(¢) varies four times faster than x2(t) and
thus has the larger bandwidth.

(a) 10101010 FIGURE 3.14  Signals corresponding to

H H H ﬂ repeated octet patterns.

e

1 ms
(b) 11110000
—
4———————»{

I ms
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FIGURE 3.15 (a) Frequency components for pattern 10101010z (b) frequency
components for pattern 11110000.

Not all signals are periodic. For example, Figure 3.16 shows the sample waveform
for the word “speech.” It can be seen that the character of the waveform varies according
to the sound. For example the *s” sound at the beginning of the utterance has a noise-
like waveform, while the “ee” has a periodic structure. The speech waveform varies
in structure over time with periods of well-defined high-amplitude periodic structure
alternating with periods of low-amplitude noiselike structure. The long-term average
spectrum of the voice signal is the average of the spectra over a long time interval and
ends up as a smooth function of frequency looking like that shown in Figure 3. 17.13

We define the bandwidth of an analog signal as the range of frequencies at which
the signal contains nonnegligible power, that is, for periodic signals nonnegligible a;.
There are many ways of precisely defining the bandwidth of a signal. For example, the
99 percent bandwidth is defined as the frequency range required to contain 99 percent of
the power of the original signal. Usually the appropriate choice of bandwidth of a signal

13For examples of long-term spectrum measurements of speech, see [Jayant and Noll 1984, p. 40].
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FIGURE 3.16 Waveform for the word speech.
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FIGURE 3.17 Spectrum of FIGURE 3.18 Sampling of an analog signal.
analog bandwidth W Hz.

depends on the application. For example, the human ear can detect signals in the range
20 Hz to 20 kHz. In telephone communications frequencies from 200 Hz to 3.5 kHz
are sufficient for speech communications. However, this range of frequencies is clearly
inadequate for music that contains significant information content at frequencies higher
than 3.5 kHz.

3.3.2 Sampling of an Analog Signal

-Suppose we have an analog waveform x(¢) that has a spectrum with bandwidth W Hz
as shown in Figure 3.17. To convert the signal to digital form, we begin by taking
instantaneous samples of the signal amplitude every T seconds to obtain x(nT) for
integer values n (see Figures 3.18 and 3.19). Because the signal varies continuously in
time, we obtain a sequence of real numbers that for now we assume have an infinite
level of precision. Intuitively, we know that if the samples are taken frequently enough
relative to the rate at which the signal varies, we can recover a good approximation
of the signal from the samples, for example, by drawing a straight line between the
sample points. Thus the sampling process replaces the continuous function of time by
a sequence of real-valued numbers. The very surprising result is that we can recover

BN s

>t = Sampler —> AN > ¢
N L

(b) HT x(nT) w
rh\“ﬁl\l i .y —a Imcl;ip;oul:ﬁon L \: ,

FIGURE 3.19 (a) Sampling of signal x(r); (b) recovery of original
signal x (1) by interpolation.
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the original signal x (¢) from the sequence x(nT) precisely as long as the sampling rate
is higher than some minimum value! .

The sampling theorem is a mathematical result that states that if the sampling
rate 1/T is greater than 2W samples/second, then the signal x(t) can be recovered
from its sample values {x(nT)}. We refer to 2W as the Nyquist sampling rate. The
reconstruction of x(¢) is carried out by interpolating the samples x (nT) according to
the following formula

x(t) =Y _x(nT)s(t —nT) 3.6)
where the interpolation function s(¢) is given by
S(t) = sin27 Wt 3.7)
T 2nWt )

The expression in Equation (3.6) involves summing time-shifted versions of s(z)
that are weighted by the sample values. The proof of the sampling theorem is discussed
in Appendix 3C. From the discussion there, we find that a possible implementation of
the interpolation is to input a series of narrow pulses, T seconds apart, of amplitude
x(nT) into an interpolation filter as shown in Figure 3.19b.

As an example of a sampling rate calculation consider the voice signal in the
telephone system that has a nominal bandwidth of 4 kHz. The Nyquist sampling rate
then requires that the voice signal be sampled at a rate of 8000 samples/second. For the
high-quality audio signals encountered in CD recordings, the bandwidth is 22 kHz
leading to a sampling rate of 44,000 samples/second. Lastly, an analog TV signal has
a bandwidth of 4 MHz, leading to a sampling rate of 8,000,000 samples/second.

3.3.3 Digital Transmission of Analog Signals

Figure 3.20 shows the standard arrangement in the handling of the analog information
by digital transmission (and storage) systems. The signal produced by an analog source
x(t), which we assume is limited to W Hz, is sampled at the Nyquist sampling rate,
producing a sequence of samples at a rate of 2W samples/second. These samples have
infinite precision, so they are next input into a quantizer that approximates the sample
value using m bits to produce an approximation within a specified accuracy. The level
of accuracy determines the number of bits m that the quantizer uses to specify the
approximation. The bit rate out of the quantizer is 2Wm bits/second, since samples
occur at a rate of 2W samples/second and each sample requires m bits. At this point we
have obtained a digital representation of the original analog signal within a specified
accuracy or quality. This digital representation can be stored or transmitted any number
of times without additional distortion so long as no errors are introduced into the digital
representation. :

The approximation to the original signal x(¢) is recovered by the mirror process
shown in Figure 3.20. The approximation of the sample values is obtained from the
sequence of groups of m bits, and a sequence of narrow pulses with the corresponding
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FIGURE 3.20 Digital transmission of analog signal.

amplitudes is generated. Finally an interpolation system is driven by the sequence
of narrow pulses to generate an analog signal that approximates the original signal
within the prescribed accuracy. Note that this process applies equally to the storage or
transmission of analog information.

The accuracy in the approximation in the above process is determined by the
quantizer. The task of the quantizer is to take sample values x(nT) and produce
an approximation y(nT') than can be specified using a fixed number of bits/sample. In
general, quantizers have a certain number, say, M = 2™, of approximation values that are
used to represent the quantizer inputs. For each input x(n T the closest approximation
point is found, and the index of the approximation point is specified using m bits. The
decoder on the receiver side is assumed to have the set of approximation values so the
decoder can recover the values from the indices.

The design of a quantizer requires knowledge about the range of values that are as-
sumed by the signal x (t). The set of approximation values is selected to cover this range.
For example, suppose x () assumes the values in the range —V to V. Then the set of
approximation values should be selected to cover only this range. Selecting approxima-
tion values outside this range is unnecessary and will lead to inefficient representations.
Note that as we increase m, we increase the number of intervals that cover the range
—V to V. Consequently, the intervals become smaller and the approximations become
more accurate. We next quantify the trade-off between accuracy and the bit rate 2Wm.

Figure 3.21 shows the simplest type of quantizer, the uniform quantizer, in which
the range of the amplitudes of the signal is covered by equally spaced approximation
values. The range —V to V is divided into 2™ intervals of equal length A, and so we
have 2V =2"A, and A =V/2"~!. When the input x(nT) falls in a given interval,
then its approximation value y(nT) is the midpoint of the interval. The output of the
quantizer is simply the m bits that specify the interval.

In general, the approximation value is not equal to the original signal value, so an
error is introduced in the quantization process. The value of the quantization error
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FIGURE 3.21 A uniform quantizer.

e(nT) is given by
e(nT) = y(nT) — x(nT) 3.8)

Figure 3.22 shows the value of the quantization error as the function of the quantizer
input. It can be seen that the error takes on values between —A/ 2 and A/2. When the
interval length A is small, then the quantization error values are small and the quantizer
can be viewed as simply adding “noise” to the original signal. For this reason the figure
of merit used to assess the quality of the approximation is the quantizer signal-to-noise
ratio (SNR):

average signal power o7

SNR - = 3.9
average noise power o

The average power of the error is given by its mean square value, which in Section 3.3.4
is found to be 62 = A%/12 = (V/2"~')2. The standard deviation o is a measure of
the spread of the signal values about the mean, which we are assuming is zero. On
the other hand, V is the maximum value that the quantizer assumes can be taken on
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M = 2™ levels, dynamic range (—V, V), A = 2V/M
Error = y(nT) — x(nT) = e(nT)

v Inp;t
x(nT)

Mean square error: o2 =~ -;\—

FIGURE 3.22 Quantizer error.

by the signal. Frequently, selecting V so that it corresponds to the maximum value of
the signal is too inefficient. Instead V is selected so that the probability that a sample
x(nT) exceeds V is negligible. This practice typically leads to ratios of approximately
V/jo, x4,

SNR is usually stated in decibels. In Section 3.3.4, we show that the SNR for a
uniform quantizer is given by

SNR dB = 10log,02/02 = 6m + 101log,, 302/ V2 (3.10)

2 6m —7.27dB for V/o, =4 (.11

Equation (3.11) states that each additional bit used in the quantizer will increase the
SNR by 6 dB. This result makes intuitive sense, since each additional bit doubles
the number of intervals, and so for a given range —V to V, the intervals are reduced
in half. The average magnitude of the quantization error is also reduced in half, and
the average quantization error power is reduced by a quarter. This result agrees with
10log;y 4 = 6 dB. We have derived this result for the case of uniform quantizers. More
general quantizers can be defined in which the intervals are not of the same length.
The SNR for these quantizers can be shown to also have the form of the preceding
equations where the only difference is in the constant that is added to 6m [Jayant and
Noll 1984].

We noted before that the human ear is sensitive to frequencies up to 22 kHz. For
audio signals such as music, a high-quality representation involves sampling at a much
higher rate. The Nyquist sampling rate for W = 22 kHz is 44,000 samples/second. The
high-quality audio also requires finer granularity in the quantizers. Typically 16 or more
bits are used per sample. For a stereo signal we therefore obtain the following bit rate:

44.000 samples < 16 bits

x 2 channels = 1.4 Mbps (3.12)
second sample
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PCM

The standard for the digital representation of voice signals in telephone networks
is given by the pulse code modulation (PCM) format. In PCM the voice signal is
filtered to obtain a low-pass signal that is limited to W = 4 kHz. The resulting signal
is sampled at the Nyquist rate of 2W =8 kHz. Each sample is then applied to an
m = 8 bit quantizer. The standard bit rate for digitized telephone speech signals is
therefore 8000 samples/second x 8 bits/sample = 64 kilobits/second.

The type of quantizers used in telephone systems are nonuniform quantizers. A
technique called companding is used so that the size of the intervals increases with
the magnitude of the signal x in logrithmic fashion. The SNR formula for this type
of quantization is given by ~

SNR dB = 6m — 10 dB for PCM speech

Because m = 8, we see that the SNR is 38 dB. Note that an SNR of 1 percent corre-
sponds to 40 dB. In the backbone of modern digital telephone systems, voice signals
are carried using the log-PCM format, which uses a logarithmic scale to determine
the quantization intervals.

We see that high-quality audio signals can require much higher rates than are required
for more basic signals such as those of telephony speech. The bit rate for audio is
increased even further in modern surround-sound systems. For example, the Digital
Audio Compression (AC-3) that is part of the U.S. ATSC high-definition television
standard involves five channels (left, right, center, left-surround, right-surround) plus a
low-frequency enhancement channel for the 3 Hz to 100 Hz band.

3.3.4 SNR Performance of Quantizers

We now derive the SNR performance of a uniform quantizer. When the number of
levels M is large, then the error values are approximately uniformly distributed in the
interval (—A /2, A /2). The power in the error signal is then given by

R
= /x'z—dx = (3.13)

Let o2 be the average power of the signal x(t). Then the SNR is given by
2

o
SNR = —= 3.14
A?/12 (3.14)
From the definition of the quantizer, we have that A =2V /M and that M = 2™ therefore
03 1203 o\ .- Oy 2 n
SNR= - =———— =3 — | M =3 —~ 2 (3.15)
A2/12  4VI/M? % 1%
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The SNR, stated in decibels, is then
SNR dB = 10log,y 0, /07 = 6m + 10log, 302/ V? (3.16)

As indicated before, V is selected so that the probability that a sample x(nT) exceeds
V is negligible. If we assume that V /o, = 4, then we obtain

SNR dB ~ 6m — 7.27 dB for V/o, = 4 (3.17)

34 CHARACTERIZATION

OF COMMUNICATION CHANNELS

A communication channel is a system consisting of a physical medium and associated
electronic and/or optical equipment that can be used for the transmission of information.
Commonly used physical media are copper wires, coaxial cable, radio, and optical fiber.
Communication channels can be used for the transmission of either digital or analog
information. Digital transmission involves the transmission of a sequence of pulses that
is determined by a corresponding digital sequence, typically a series of binary Os and 1s.
Analog transmission involves the transmission of waveforms that correspond to some
analog signal, for example, audio from a microphone or video from a television camera.
Communication channels can be characterized in two principal ways: frequency domain
and time domain.

3.4.1 Frequency Domain Characterization

Figure 3.23 shows the approach used in characterizing a channel in the frequency
domain. A sinusoidal signal x (1) = cos(27 f1) that oscillates at a frequency of f cycles/
second (Hertz) is applied to a channel. The channel output y(¢) usually consists of a
sinusoidal signal of the same frequency but of different amplitude and phase:'*

y(t) = A(f) cosQuft+ @(f)) = A(f) cosQuf(t — T(f))). (3.18)

The channel is characterized by its effects on the input sinusoidal signal. The first
effect involves an attenuation of the sinusoidal signal. This effect is characterized by
the amplitude-response function A( f), which is the ratio of the output amplitude to
the input amplitude of the sinusoids at frequency f. The second effect is a shift in the
phase of the output sinusoid relative to the input sinusoid. This is specified by a phase
shift ¢(f). In general, both the amplitude response and the phase shift depend on the

'4The statement applies to channels that are “linear.” For such channels the output signal corresponding to
a sum of input signals, say, x; () + x2(), is equal to the sum of the outputs that would have been obtained
for each individual input; that is, y(t) = yi(t) + va(t).
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FIGURE 3.23 Channel characterization—f{requericy
domain.

frequency f of the sinusoid. You will see later that for various communication channels
the attenuation typically increases with f. Equation (3.18) also shows that the output
y(1) can be viewed as the input attenuated by A(f) and delayed by T(f).

The frequency-domain characterization of a channel involves varying the frequency
f of the input sinusoid to evaluate A(f) and ¢(f). Figure 3.24 shows the amplitude-
response and phase-shift functions for a “low-pass” channel. In this channel very low
frequencies are passed, but very high frequencies are essentially eliminated. In addi-
tion, frequency components at low frequencies are not phase shifted, but very high
frequencies are shifted by 90 degrees.

The attenuatidn of a signal is defined as the reduction or loss in signal power as
it is transferred across a system. The attenuation is usually expressed in dB:

attenuation = 10logy, ,1;1 (3.19)

out
The powerina sinusoidal signal of amplitude A is A2/2. Therefore, the attenuation
in the channel at frequency f in Figure 3.23is givenby P/ Pou = A AL, = 1/A%(f).

n our

The amplitude-response function A(f) can be viewed as specifying a window
of frequencies that the channel will pass. The bandwidth of a channel W measures

(a) 1\ (b) ?
1

@(f) =1tan” 27 f

1/2m

—45°

4900 L’A_—f _______________

FIGURE 3.24 (a) Amplitude-response function; (b) phase-shift function.
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the width of the window of frequencies that are passed by the channel. Figure 3.10a
and Figure 3.24a show two typical amplitude-response functions. The low-pass chan-
nel passes low-frequency components and increasingly attenuates higher frequency
components. In principle this channel has infinite bandwidth, since every frequency
is passed to some degree. However, for practical purposes, signals above a specified
frequency are considered negligible. We can define such a frequency as the bandwidth
and approximate the amplitude-response function by the idealized low-pass function
in Figure 3.10a. Another typical amplitude-response function is a “band-pass” channel
that passes frequencies in the range f; to f> instead of low frequencies (see Figure 3.37).
The bandwidth for such a channel is W = f, — fi.

Communication systems make use of electronic circuits to modify the frequency
components of an input signal. When circuits are used in this manner, they are called
Jilters. Communication systems usually involve a tandem arrangement of a transmitter
filter, a communication channel, and a receiver filter. The overall tandem arrangement
can be represented by an overall amplitude-response function A(f) and a phase-shift
function ¢(f). The transmitter and receiver filters are designed to give the overall sys-
tem the desired amplitude-response and delay properties. For example, devices called
loading coils were added to telephone wire pairs to provide a flat amplitude-response
function in the frequency range where telephone voice signals occur. Unfortunately,
these coils also introduced a much higher attenuation at the higher frequencies, greatly
reducing the bandwidth of the overall system.

Let us now consider the impact of communication channels on other signals. The
effect of a channel on an arbitrary input signal can also be determined from A(f) and
@(f) as follows. As discussed before, many signals can be represented as the sum of
sinusoidal signals. Consider, for example,

x(t) =Y agcos2n fi1) (3.20)

For example, periodic functions have the preceding form with f; = k f;, where Sfoisthe
fundamental frequency.

Now suppose that a periodic signal x(t) is applied to a channel with a channel
characterized by A(f) and ¢(f). The channel attenuates the sinusoidal component at
frequency k fy by A(kfy), and it also phase shifts the component by ¢(kfo). The output
signal of the channel; which we assume to be linear, will therefore be

YO =Y arAlkfo) cosQmkfor + ¢k fo)) (3.21)

This expression shows how the channel distorts the input signal. In general, the amplitude-
response function varies with frequency, and so the channel alters the relative wei ghting
of the frequency components. In addition, the different frequency components will be
delayed by different amounts, altering the relative alignment between the components.
Not surprisingly, then, the shape of the output y(r) generally differs from x(¢).

Note that the output signal will have its frequencies restricted to the range where
the amplitude-response function is nonzero. Thus the bandwidth of the output signal is
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necessarily less than that of the channel. Note also that if A(f) is equal to a constant,
say, C, and if ¢(f)=2mf1,, over the range of frequencies where a signal x(¢) has
nonnegligible components, then the output y(¢) will be equal to the input signal scaled
by the factor C and delayed by ¢, seconds:

¥(0) =Y Caycos (2mkfor +2nf1a) = C Y _ aycos (2wkfo(t +14)) = Cx(t + 1)
(3.22)

| DGV IYBME Effect of a Channel on the Shape of the Qutput Signal

Suppose that binary information is transmitted at a rate of 8 kilobits/second. A binary 1
is transmitted by sending a rectangular pulse of amplitude 1 and of duration 0.125 mil-
liseconds, and a 0 by sending a pulse of amplitude —1. Consider the signal x3(¢) in
Figure 3.25 that corresponds to the repetition of the pattern 10000001 over and over
again. Using Fourier series, this periodic signal can be expressed as a sum of sinusoids
with frequencies at 1000 Hz, 2000 Hz, 3000 Hz and so on:

x3(t) = -05+ (;—) {sin (%) cos(2m 10001) + sin(%?) cos(2:r2000¢)

+ sin<3—4n;) cos(273000¢) + - - } (3.23)

Suppose that the signal is passed through a communication channel that has
A(f)=1 and ¢(f)=0 for f in the range O to W and A(f) = O elsewhere. Fig-
ures 3.26a, b, and ¢ show the output (the solid line) of the communication channel
for values of W (1.5 kHz, 2.5 kHz, and 4.5 kHz) that pass the frequencies only to
the first, second, and fourth harmonic, respectively. As the bandwidth of the channel
increases, more of the harmonics are passed and the output of the channel more closely
approximates the input. This example shows how the bandwidth of the channel affects
the ability to transmit digital information in the form of pulses. Clearly, as bandwidth
is decreased, the precision with which the pulses can be identified is reduced.

5-1 0o o0 o o 0 0 1
1
os|
0 I | | _l I J
_os| OUF 0B 05 05 omS 015 o8 |
_l —
—1sb 1 ms -

FIGURE 3.25 Signals corresponding to repeated octet
patterns.
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(a) 1 harmonic
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FIGURE 3.26 Output of low-pass communication channels for
input signal in Figure 3.25.

3.4.2 Time Domain Characterization

Figure 3.27 considers the time domain characterization of a communication channel.
A very narrow pulse is applied to the channel at time ¢ = 0. The energy associated with
the pulse appears at the output of the channel as a signal A (t) some propagation time
later. The propagation speed, of course, cannot exceed the speed of light in the given
medium. The signal A(t) is called the impulse response of the channel. Invariably
the output pulse k() is spread out in time. The width of the pulse is an indicator
of how quickly the output follows the input and hence of how fast pulses can be
transmitted over the channel. In digital transmission we are interested in maximizing

h(t) FIGURE 3.27 Channel
characterization—time domain.

t =>4 Channel > t
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FIGURE 3.28 Signaling pulse with zero intersymbol interference.

the number of pulses transmitted per second in order to maximize the rate at which
information can be transmitted. Equivalently, we are interested in minimizing the time T
between consecutive input pulses. This minimum spacing is determined by the degree
of interference between pulses at the output of the channel.

Suppose that we place transmitter and receiver filters around a communication
channel and suppose as well that we are interested in using the frequencies in the range
0 to W Hz. Furthermore, suppose that the filters can be selected so that the overall
system is an idealized low-pass channel; that is, A(f) =1, and ¢(f) =2nft,. It can
be shown that the impulse response of the system is given by

h(t) =s( —t1) (3.24)
which is a delayed version of
sin(2r Wtr)
)= ——— 3.25
$() 2n Wt ( )

Figure 3.28 shows s(z). It can be seen that this function is equal to 1 at f = 0 and that
it has zero crossings at nonzero integer multiples of T = 1/2W. Note that the pulse is
mostly confined to the interval from —T to T, soitis approximately 27 = 2/2W =1/ W
seconds wide. Thus we see that as the bandwidth W increases, the width of the pulse
s(t) decreases, suggesting that pulses can be input into the system more closely spaced,
that is, at a higher rate. The next section shows that the signal s(¢) plays an important
role in the design of digital transmission systems.

Recall that A(¢) is the response to a narrow pulse at time ¢ = 0, so we see that our
ideal system has the strange property that its output 4 (¢) = s (¢ —t,) anticipates the input
that will be applied and begins appearing at the output before time r = 0. In practice,
this idealized filter cannot be realized; however, delayed and slightly modified versions
of s(t) are approximated and implemented in real systems.
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3.5 FUNDAMENTAL LIMITS
IN DIGITAL TRANSMISSION

In this section we consider baseband transmission, which is the transmission of digital
information over a low-pass communication channel. The quality of a digital transmis-
sion system is determined by the bit rate at which information bits can be transmitted
reliably. Thus the quality is measured in terms of two parameters: transmission speed,
or bit rate, in bits per second and the bit error rate, the fraction of bits that are received
in error. We will see that these two parameters are determined by the bandwidth of the
communication channel and by the SNR, which we will define formally later in the
section.

Figure 3.29 shows the simplest way to transmit a binary information sequence.
Every T seconds the transmitter accepts a binary information bit and transmits a pulse
with amplitude +A if the information bit is a 1 and with — A if the information bit is
a 0. In the examples in Section 3.4, we saw how a channel distorts an input signal and
limits the ability to correctly detect the polarity of a pulse. In this section we show how
the problem of channel distortion is addressed and how the pulse transmission rate is
maximized at the same time. In particular, in Figure 3.29 each pulse at the input results
in a pulse at the output. We also show how the pulses that arrive at the receiver can be
packed as closely as possible if they are shaped appropriately by the transmitter and
receiver filters. ‘

3.5.1 The Nyquist Signaling Rate

Let p(t) be the basic pulse that appears at the receiver after it has been sent over the
combined transmitter filter, communication channel, and receiver filter. The first pulse
is transmitted, centered at ¢+ = 0. If the input bit was 1, then +A p(¢) should be received;
if the input was 0, then —Ap(¢) should be received instead. For simplicity, we assume
that the propagation delay is zero. To determine what was sent at the transmitter, the
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FIGURE 3.29 Digital baseband signal and baseband transmission system.
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receiver samples the signal it receives at + = 0. If the sample is positive, the receiver
decides that a 1 was sent; if the sample is negative, the receiver decides that a 0 was sent.

Every T seconds the transmitter sends an additional information bit by transmitting
another pulse with the appropriate polarity. For example, the second bit is sent at time
t =T and will be either + Ap(t — T') or —Ap(t — T'), depending on the information bit.
The receiver samples its signal at 7 = T to determine the corresponding input. However,
the pulses are sent as part of a sequence, and so the total signal r(z) that appears at the
receiver is the sum of all the inputs:

r(t)=>_ Agp(t—kT) (3.26)
k

where Ay, is determined by the polarity of the kth signal. According to this expression,
when the receiver samples the signal at t = 0, it measures

r(0) = Aop(0) + > Axp(—kT) (3.27)
k50

In other words, the receiver must contend with intersymbol interference from all
the other transmitted pulses. What a mess! Note, however, that all the terms in the
summation disappear if we use a pulse that has zero crossings at ¢ = kT for nonzero
integer values k. The pulse s(¢) introduced in Section 3.4.2 and shown in Figure 3.28
satisfies this property. This pulse is an example of the class of Nyquist pulses that
have the property of providing zero intersymbol interference at the times t = kT at
the receiver. Figure 3.30a shows the three pulses corresponding to the sequence 110,

() RITH FIGURE 3.30 System
’ G Y response to binary input 110:
g (a) three separate pulses;
;s (b) combined signal.
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\ FIGURE 3.31 Raised cosine transfer
] function.
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before they are added. Figure 3.30b shows the signal that results when the three pulses
are combined. It can be seen that the combined signal has the correct values at t = 0,
1, and 2.

The above transmission system sends a bit every T seconds, where T =1/2W
and W is the bandwidth of the overall system in Figure 3.29. For example, if W =
1 MHz, then pulses would be sent every T = 1/2,000,000 = 0.5 microseconds, which
corresponds to a rate of 2,000,000 pulses/second. A bit is sent with every pulse, so the
bit rate is 2 Mbits/second. The Nyquist Signaling Rate is defined by

rmax = 2W pulses/second (3.28)

The Nyquist rate ty,y is the maximum signaling rate that is achievable through an ideal
low-pass channel with no intersymbol interference.

We already noted that the ideal low-pass system in Figure 3.10 cannot be imple-
mented in practice. Nyquist also found other pulses that have zero intersymbol inter-
ference but that require some additional bandwidth. Figure 3.31 shows the amplitude-
response function for one such pulse. Here a transition region with odd symmetry about
f = W isintroduced. The more gradual roll-off of these systems makes the appropriate
transmitter and receiver filters simpler to attain in practice.

The operation of the baseband transmission systems in this section depends criti-
cally on having the receiver synchronized precisely to intervals of duration 7. Additional
processing of the received signal is carried by the receiver to obtain this synchroniza-
tion. If the receiver loses synchronization, then it will start sampling the signal at time
instants that do contain intersymbol interference. The use of pulses corresponding to
the system in Figure 3.31 provides some tolerance to small errors in sampling time.

3.5.2 The Shannon Channel Capacity

Up to this point we have been assuming that the input pulses can have only two values,
0 or 1. This restriction can be relaxed, and the pulses can be allowed to assume a
greater number of values. Consider multilevel transmission where binary information
is transmitted in a system that uses one of 2™ distinct levels in each input pulse. The
binary information sequence can be broken into groups of m bits. Proceeding as before,
each T seconds the transmitter accepts a group of m bits. These m bits determine a
unique amplitude of the pulse that is to be input into the system. As long as the signaling
rate does not exceed the Nyquist rate 2W, the interference between pulses will still be
zero, and by measuring the output at the right time instant we will be able to determine
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FIGURE 3.32 Effect of noise on
— transmission errors as number of
levels is increased.

—uwphot—

Typical noise

Four signal levels Eight signal levels

the input. Thus if we suppose that we transmit 2W pulses/second over a channel that
has bandwidth W and if the number of amplitude values is 2™, then the bit rate R of
the system is

R = 2W pulses/second x m bits/pulse = 2Wm bits/second (3.29)

In principle we can attain arbitrarily high bit rates by increasing the number of levels
2™, However, we cannot do so in practice because of the limitations on the accuracy
with which measurements can be made and also the presence of random noise. The
random noise implies that the value of the overall response at time ¢+ = kT will be
the sum of the input amplitude plus some random noise. This noise can cause the
measurement system to make an incorrect decision. To keep the probability of decision
errors small, we must maintain some minimum spacing between amplitude values as
shown in Figure 3.32. Here four signal levels are shown next to the typical noise. In
the case of four levels, the noise is not likely to cause errors when it is added to a given
signal level. Figure 3.32 also shows a case with eight signal levels. It can be seen that
if the spacing between levels becomes too small, then the noise signals can cause the
receiver to make the wrong decision.

We can make the discussion more precise by considering the statistics of the noise
signal. Figure 3.33 shows the Gaussian probability density function, which is frequently
a good model for the noise amplitudes. The density function gives the relative frequency
of occurrence of the noise amplitudes. It can be seen that for the Gaussian density, the
amplitudes are centered around zero. The average power of this noise signal is given
by o2, where o is the standard deviation of the noise.

Consider how errors occur in multilevel transmission. If we have maximum ampli-
tudes +A and M levels, then the separation between adjacentlevelsis § = 2A/(M —1).
When an interior signal level is transmitted, an error occurs if the noise causes the re-
ceived signal to be closer to one of the other signal levels. This situation occurs if the

FIGURE 3.33 Gaussian
probability density function.
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FIGURE 3.34 Probability of error for an interior signal level.

noise amplitude is greater than &/2 or less than —§/2. Thus the probability of error for
an interior signal level is given by

By S 71 71
Po= | ———e™/"dx + / Ty =2 / e dx
¢ / v2nae * \/27roe 2T .
o0 8/2 8/20
8
=2Q(:2—;) (3.30)

The expression on the right-hand side is evaluated using tables or analytic aprox-
imations [Leon-Garcia, 1994, Chapter 3). Figure 3.34 shows how P, varies with
8/20 = A/(M — 1)o. For larger values of separation /20, large decreases in the prob-
ability of error are possible with small increases in §/20. However, as the number of
signal levels M is increased, §/20 is decreased, leading to large increases in the prob-
ability of error. We conclude that the bit rate cannot be increased to arbitrarily high
values by increasing M without incurring significantly higher bit error rates.

We have now seen that two parameters affect the performance of a digital trans-
mission system: bandwidth and SNR. Shannon addressed the question of determining
the maximum achievable bit rate at which reliable communication is possible over an
ideal channel of bandwidth W and of a given SNR. The phrase reliable communica-
tion means that it is possible to achieve arbitrarily small error probabilities by using
sufficiently complex coding. Shannon derived the channel capacity for such a channel
under the condition that the noise has a Gaussian distribution. This channel capacity
is given by the following formula:

C = Wlog,(1 + SNR) bits/second (3.31)

Shannon showed that the probability of error can be made arbitrarily small only if
the transmission rate R is less than channel capacity C. Therefore, the channel capacity
is the maximum possible transmission rate over a system with given bandwidth and
SNR.
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SHANNON CHANNEL CAPACITY AND THE 56KBPS MODEM

The Shannon channel capacity for a telephone channel gives a maximum possible
bit rate of 45.2 kbps at 40 dB SNR. How is it that the V.90 modems achieve rates of
56 kbps? In fact, a look at the fine print shows that the bit rate is 33.6 kbps inbound
into the network. The inbound modem signal must undergo an analog-to-digital
conversion when it is converted to PCM at the entrance to the telephone network. This
step introduces the PCM approximation error or noise. At the maximum allowable
signal level, we have a maximum possible SNR of 39 dB, so the 56 kbps is not
attainable in the inbound direction, and hence the inbound operation is at 33.6 kbps.
In the direction from the Internet server provider (ISP) to the user, the signal from the
ISP is already digital and so it does not need to undergo analog-to-digital conversion.
Hence the quantization noise is not introduced, a higher SNR is possible, and speeds
approaching 56 kbps can be achieved from the network to the user.

3.6 LINE CODING

Line coding is the method used for converting a binary information sequence into
a digital signal in a digital communications system. The selection of a line coding
technique involves several considerations. In the previous sections, we focused on
maximizing the bit rate over channels that have limited bandwidths. Maximizing bit
rate is the main concern in digital transmission when bandwidth is at a premium.
However, in other situations, such as in LANSs, other concerns are also of interest.
For example, an important design consideration is the ease with which the bit timing
information can be recovered from the digital signal so that the receiving sample clock
can maintain its synchronization with respect to the transmitting clock. Many systems
do not pass dc and low-frequency components, so another design consideration is that
the line code produce a signal that does not have dc and low-frequency content. Also,
some line coding methods have built-in error detecting capabilities, and some methods
have better immunity to noise and interference. Finally, the complexity and the cost of
the line code implementations are always factors in the selection for a'given application.

Figure 3.35 shows various line codes that are used in practice. The figure shows the
digital signals that are produced by the line codes for the binary sequence 101011100.
The simplest scheme is the unipolar nonreturn-to-zero (NRZ) encoding in which a
binary 1 is transmitted by sending a + A voltage level, and a 0 is transmitted by sending
a 0 voltage. If binary Os and Is both occur with probability 1/2, then the average
transmitted power for this line code is (1/2)A% + (1/2)0%> = A?/2. The polar NRZ
encoding method that maps a binary 1 to +A/2 and binary 0 to — A /2 is more efficient
than unipolar NRZ in terms of average transmitted power. Its average power is given
by (1/2)(+A4/2)* + (1/2)(=A/2)* = A%/4.

The spectrum that results from applying a given line code is of interest. We usually
assume that the binary information is equally likely to be O or 1 and that bits are
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FIGURE 3.35 Line coding methods.

statistically independent of each other, much as if they were produced by a sequence of
independent coin flips. The unipolar and the polar NRZ encoding methods have the
same frequency components because they produce essentially the same variations in a
signal as a function of time. Strings of consecutive Os and consecutive 1s lead to periods
where the signal remains constant. These strings of Os and 1s occur frequently enough
to produce a spectrum that has its components concentrated at the lower frequencies as
shown in Figure 3.36.15 This situation presents a problem when the communications
channel does not pass low frequencies. For example, most telephone transmission
systems do not pass the frequencies below about 200 Hz.

The bipolar encoding method was developed to produce a spectrum that is more
amenable to channels that do not pass low frequencies. In this method binary Os
are mapped into,0 voltage, thus making no contribution to the digital signals; con-
secutive 1s are alternately mapped into +A/2 and —A /2. Thus a string of consecutive
1s will produce a square wave with the frequency 1/2T Hz. As a result, the spectrum
for the bipolar code has its frequency content centered around the frequency 1/2T Hz
and has small content at low frequencies as shown in Figure 3.36.

Timing recoyery is an important consideration in the selection of a line code. The
timing-recovery cCircuit in the receiver monitors the transitions at the edge of the bit

I5The formulas for the spectra produced by the line codes in Figure 3.36 can be found in [Smith 1985,
pp. 198-203]
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FIGURE 3.36 Spectra for different line codes.

intervals to determine the boundary between bits, and generates a clock signal that
determines when the received signal is sampled. Long strings of Os and 1s in the binary
and the polar binary encodings can cause the timing circuit to lose synchronization
because of the absence of transitions. In the bipolar encoding long strings of 1s result
in a square wave that has strong timing content; however, long strings of 0s still pose a
problem. To address this problem, the bipolar line codes used in telephone transmission
systems place a limit on the maximum number of Os that may be encoded into the digital
signal. Whenever a string of N consecutive 0s occurs, the string is encoded into a special
binary sequence that contains Os and 1s. To alert the receiver that a substitution has
been made, the sequence is encoded so that the mapping in the bipolar line code is
violated; that is, two consecutive 1s do not alternate in polarity.

A problem with polar coding is that a systematic error in polarity can cause allOs to
be detected as 1s and all 1s as Os.'® The problem can be avoided by mapping the binary
information into transitions at the beginning of each interval. A binary 1 is transmitted
by enforcing a transition at the beginning of a bit time, and a 0 by having no transition.
The signal level within the actual bit time remains constant. Figure 3.35 shows an
example of how differential encoding, or NRZ inverted, carries out this mapping.
Starting at a given level, the sequence of bits determines the subsequent transitions at
the beginning of each interval. Note that differential encoding will lead to the same
spectrum as binary and polar encoding. However, errors in differential encoding tend
to occur in pairs. An error in one bit time will provide the wrong reference for the next
time, thus leading to an additional error in the next bit.

16This polarity inversion occurs when the polar-encoded stream is fed into a phase modulation system such
as the one discussed in Section 3.7.
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| D CW/ IR FEthernet and Token-Ring Line Coding

Bipolar coding has been used in long-distance transmission where bandwidth efficiency
is important. In LANSs, where the distances are short, bandwidth efficiency is much less
important than cost per station. The Manchester encodings shown in Figure 3.35 are
used in Ethernet and token-ring LAN standards. In Manchester encoding a binary 1
is denoted by a transition from A/2 to —A/2 in the middle of the bit time interval, and
a binary 0 by a transition from —A/2 to A/2. The Manchester encoding is said to be
self-clocking: The presence of a transition in the middle of every bit interval makes
timing recovery particularly easy and also results in small content at low frequencies.
However, the pulse rate is essentially double that of binary encoding, and this factor
results in a spectrum with significantly larger bandwidth as shown in Figure 3.36,
Differential Manchester encoding, which is used in token-ring networks, retains the
transition in the middle of every bit time, but the binary sequence is mapped into the
presence or absence of transitions in the beginning of the bit intervals. In this type of
encoding, a binary O is marked by a transition at the beginning of an interval, whereas
a 1 is marked by the absence of a transition.

Note that the Manchester encoding can be viewed as the transmission of two pulses
foreach binary bit. A binary 1 is mapped into the binary pair of 10, and the corresponding
polar encoding for these two bits is transmitted; A binary 0 is mapped into 01. The
Manchester code is an example of a mBnB code (where m is 1 and n is 2) in which m
information bits are mapped into n > m encoded bits. The encoded bits are selected so
that they provide enough pulses for timing recovery and limit the number of pulses of
the same level.

Optical transmission systems use the intensity of a light pulse and hence can only
take on a positive value and a zero value. For example, an optical version of a Manchester
code uses the above encoding in unipolar format. A 4B5B code is used in the optical
fiber transmission system in the Fiber Distributed Data Interface (FDDI) LAN, and an
8B10B line code is used in Gigabit Ethernet.

3.7 MODEMS AND DIGITAL MODULATION

In Section 3.5 we considered digital transmission over channels that are low pass in
nature. We now consider band-pass channels that do not pass the lower frequencies and
instead pass power in some frequency range from f| to f5, as shown in Figure 3.37.
We assume that the bandwidth of the channel is W = f, — f, and discuss the usé of
modulation to transmit digital information over this type of channel. The basic function
of the modulation is to produce a signal that contains the information sequence and
that occupies frequencies in the range passed by the channel. A modem is a device that
carries out this basic function. In this section we first consider the principles of digital
modulation, and then we show how these principles are applied in telephone modem
standards.

Let f. be the frequency in the center of the band-pass channel in Figure 3.37;
thatis, f. = (fi + f2)/2. The sinusoidal signal cos{2m f.1) has all of its power located
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A(f) FIGURE 3.37 Bandpass channel

passes frequencies in the range fi to f>.
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precisely at frequency f.. The various types of modulation schemes involve imbedding
the binary information sequence into the transmitted signal by varying, or modulating,
some attribute of the sinusoidal signal. In amplitude shift keying (ASK) the sinu-
soidal signal is turned on and off according to the information sequence as shown in
Figure 3.38a. The demodulator for an ASK system needs only to determine the presence
or absence of a sinusoid in a given time interval. In frequency shift keying (FSK),
shown in Figure 3.38b, the frequency of the sinusoid is varied according to the informa-
tion. If the information bit is a 0, the sinusoid has frequency f; = f. —¢,andifitisal,
the sinusoid has a frequency f; = f. + ¢. The demodulator for an FSK system must be
able to determine which of two possible frequencies is present at a given time. In phase
shift keying (PSK), the phase of the sinusoid is altered according to the information
sequence. In Figure 3.38c a binary 1 is transmitted by cos(27 f.?), and a binary 0 is
transmitted by cos(2r f.t + 7). Because cos(2x fot + ) = —cos(2m f.t), we note that
this PSK scheme is equivalent to multiplying the sinusoidal signal by +1 when the
information is a 1 and by —1 when the information bit is a 0. Thus the demodulator
for a PSK system must be able to determine the phase of the received sinusoid with
respect to some reference phase. In the remainder of this section, we concentrate on
phase modulation techniques.
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FIGURE 3.38 Amplitude, frequency, and phase modulation techniques.




140 CHAPTER 3 Digital Transmission Fundamentals
3.7.1 Binary Phase Modulation

Consider the problem of transmitting a binary information sequence over an ideal band-
pass channel using PSK. We are interested in developing modulation techniques that
can achieve pulse rates that are comparable to that achieved by Nyquist signaling over
low-pass channels. In Figure 3.39c we show the waveform Y;(r) that results when a
binary 1 is transmitted using a cosine wave with amplitude +A, and a binary O is
transmitted using a cosine wave with amplitude —A. The corresponding modulator is
shown in Figure 3.40a. Every T seconds the modulator accepts a new binary information
symbol and adjusts the amplitude A accordingly. In effect, as shown in Figure 3.39c,
the modulator transmits a T-second segment of the signal as follows:

+A cos(27 f.t) if the information symbol is a 1. .
—A cos(2n f.t) if the information symbol is a 0.

Note that the modulated signal is no longer a pure sinusoid, since the overall
transmitted signal contains glitches between the T-second intervals, but its primary
oscillations are still around the center frequency f,; therefore, we expect that the power
of the signal will be centered about £, and hence located in the range of frequencies
that are passed by the band-pass channel.

By monitoring the polarity of the signal over the intervals of T seconds, a re-
ceiver can recover the original information sequence. Let us see more precisely how
this recovery may be accomplished. As shown in Figure 3.40b suppose we multiply
the modulated signal Y;(r) by 2 cos(2r f.t). The resulting signal is +2A cosz(27rfct)
if the original information symbol is a 1 or —2A cos®(27 f,1) if the original informa-
tion symbol is 0. Because 2 cos?> (27 f.t) = (1 + cos(47 f.t)), we see that the resulting
signals are as shown in Figure 3.39d. By smoothing out the oscillatory part with a
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FIGURE 3.39 Modulating a signal.
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@ Ay —>?—> Y(t) = A, cosQ2mf,1)
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Low-pass
(b) Y{r) = Ay cos(2mf,t) filter with ——> X,(1)
cutoff W Hz

2 cos(2mf. 1) 24, cos?2mft) = A {1+ cosQ2m2f.0))

FIGURE 3.40 Modulator and demodulator: (a) Modulate cos(2r f..1)
by multiplying it by A; for (k — )T < t < kT'; (b) Demodulate
(recover) Ay by multiplying by 2 cos(27 f.t) and low-pass filtering.

so-called low-pass filter, we can easily determine the original baseband signal X;(¢)
and the A, and subsequently the original binary sequence.

3.7.2 QAM and Signal Constellations

When we developed the Nyquist signal result in Section 3.5.1, we found that for a low-
pass channel of bandwidth W Hz the maximum signaling rate is 2W pulses/second. It
can be shown that the system we have just described in the previous section can transmit
only W pulses/second over a band-pass channel that has bandwidth W.!” Consequently,
the time per pulse is given by T = 1/ W. Thus this scheme attains only half the signaling
rate of the low-pass case. Next we show how we can recover this factor of 2 by using
Quadrature Amplitude Modulation.

Suppose we have an original information stream that is generating symbols at a
rate of 2W symbols/second. In Quadrature Amplitude Modulation (QAM) we split
the original information stream into two sequences that consist of the odd and even
symbols, say, By and A, respectively, as shown in Figure 3.41. Each sequence now
has the rate W symbols/second. Suppose we take the even sequence A, and produce
a modulated signal by multiplying it by cos(2x f.t); that is, Y;(¢) = A; cos(2n f..t) for
a T-second interval. As before, this modulated signal will be located within the band
of the band-pass channel. Now suppose that we take the odd sequence By and produce
another modulated signal by multiplying itby sin(2r f.t); thatis, Y, (1) = By sin(27 f.¢)
for a T-second interval. This modulated signal also has its power located within the
band of the band-pass channel. We finally obtain a composite modulated signal by
adding Y;(¢) and Y,(¢), as shown in Figure 3.41. ’

Y(t) = Yi(t) + Y, (t) = Arcos(2rm fot) + By sin(Qm f.t). (3.32)

7In the remainder of this section, we continue to use the term pulse for the signal that is transmitted in a
T-second interval.
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A, Y1) = A cos(2mf.1) FIGURE 341 QAM moc.iulator:
Modulate cos(27 f.1) and sin(2m f..t) by
multiplying them by A, and By,

cos(2mf 1) Y(® respectively, for (k — )T <t < kT.
B, —o?—» Y,(1) = By sin@f.0)
sin(2mf.1)

This equation shows that we have generated what amounts to a two-dimensional
modulation scheme. The first component Ay is called the in-phase component; the
second component B is called the quadrature-phase component.

We now transmit the sum of these two modulated signals over the band-pass chan-
nel. The composite sinusoidal signal Y (#) will be passed without distortion by the
linear band-pass channel. We now need to demonstrate how the original information
symbols can be recovered from Y (). We will see that our ability to do so depencs on
the following properties of cosines and sines:

2cosz(2nfct) = 1+ cos(4r f:t) (3.33)
2sin*Q2r fot) = 1 — sin(4n f,t) (3.34)
2cos(2n f.t) sin(2 fot) = 0 + sin(dn f.1) (3.35)

These properties allow us to recover the original symbols as shown in Figure 3.42.
By multiplying Y () by 2 cos(27 f.t) and then low-pass filtering the resulting signal, we
obtain the sequence A;. Note that the cross-product term By (¢) sin(4rx f.t) is removed
by the low-pass filter. Similarly, the sequence B is recovered by multiplying Y (¢) by
2sin(2x f,t) and low-pass filtering the output. Thus QAM is a two-dimensional system
that achieves an effective signaling rate of 2W pulses/second over the band-pass channel
of W Hz. This result matches the performance of the Nyquist signaling procedure that
we developed in Section 3.5.

Low-pass FIGURE 342 QAM
Y@ filter with . —> A, demodulator Ay.
cutoff W/2 Hz

2 cos(2mf.0) 24, cos2(27rfct) + 2B, cos(2mf t)sin(2mf,t)

= A {1+ cos(4nf )} + B {0 + sin(4mf.1)}

Low-pass
filter with f—> B,
cutoff W/2 Hz

2sin2mf,t) 2B, sin’2nf.t) + 24, cos(2mf.1)sin(27f. 1)

= By {1— cos(4mf,n)} + A {0 + sin(4mf )}
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_ 2-Dsignal By 2-Dsignal B, FIGURE 3.43 (a) 4-point and
(b) 16-point signal constellations.

(a) 4 “levels”/pulse (b) 16 “levels™/pulse
2 bits/pulse 4 bits/pulse
2W bits/second 4W bits/second

The two-dimensional nature of the above signaling scheme can be used to plot
the various combinations of levels that are allowed in a given signaling interval of
T seconds. (Note: It is important to keep in mind that 7 =1/W in this discussion).
In the case considered so far, the term multiplying the cosine function can assume the
value +A or —A; the term multiplying the sine function can also assume the value +A
or — A. In total, four combinations of these values can occur. These are shown as the four
points in the two-dimensional plane in Figure 3.43a. We call the set of signal points a
signal constellation. At any given T-second interval, only one of the four points in this
signal constellation can be in use. It is therefore clear that in every T-second interval we
are transmitting two bits of information. As in the case of baseband signaling, we can
increase the number of bits that can be transmitted per T'-second interval by increasing
the number of levels that are used. Figure 3.43b shows a 16-point constellation that
results when the terms multiplying the cosine and sine functions are allowed to assume
four possible levels. In this case only one of the 16 points in the constellation is in use
in any given T-second interval, and hence four bits of information are transmitted at
every such interval.

Another way of viewing QAM is as the simultaneous modulation of the amplitude
and phase of a carrier signal, since

Ay cos2rfut) + By sin@rfut) = (A2 + BE)' cos@uf.t + tan™" Bi/Ay) (3.36)

Each signal constellation point can then be seen as determining a specific amplitude
and phase.

Many signal constellations that are used in practice have nonrectangular arrays of
signal points such as those shown in Figure 3.44. To produce this type of signaling, we
need to modify the above encoding scheme only slightly. Suppose that the constella-
tion has 2™ points. Each T-second interval, the transmitter accepts m information bits,
identifies the constellation point assigned to these bits, and then transmits cosine and
sine signals with the amplitudes that correspond to the constellation point.

The presence of noise in transmission systems implies that the pair of recovered
values for the cosine and sine components will differ somewhat from the transmitted
values. This pair of values will therefore specify a point in the plane that deviates from
the transmitted constellation point. The task of the receiver is to take the received pair
of values and identify the closest constellation point.
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FIGURE 3.44 Other signal constellations.

4 “levels”/pulse 16 “levels”/pulse
2 bits/pulse 4 bits/pulse
2W bits/second 4W bits/second

3.7.3 Telephone Modem Standards

Signal constellation diagrams of the type shown in Figure 3.43 and Figure 3.44 are
used in the various signaling standards that have been adopted for use over telephone
lines. For the purposes of data communications, most telephone channels have a usable
bandwidth in the range f; =500 Hz to f, =2900 Hz. This implies W = 2400 and
hence a signaling rate of 1/T = W = 2400 pulses/second. Table 3.4 lists some of the
parameters that specify the ITU V.32bis and V.34bis modem standards that are in current
use. Each standard can operate at a number of speeds that depend on the quality of the
channel available. Both standards operate at a rate of 2400 pulses/second, and the actual
bit rate is determined by which constellation is used. The QAM 4 systems uses four
constellation points and hence two bits/pulse, giving a bit rate of 4800 bps.

Trellis modulation systems are more complex in that they combine error-correction
coding with the modulation. In trellis modulation the number of constellation points
is 2™*1 At every T-second interval, the trellis coding algorithm accepts m bits and
generates m + 1 bits that specify the constellation point that is to be used. In effect, only
2™ out of the 2™*! possible constellation points are valid during any given interval.
This extra degree of redundancy improves the robustness of the modulation scheme
with respect to errors. In Table 3.4, the trellis 32 system has 2° constellation points
out of which 16 are valid at any given time; thus the bit rate is 4 x 2400 = 9600 bps.
Similarly, the trellis 128 system gives a bit rate of 6 x 2400 = 14,400 bps.

The V.34bis standard can operate at rates of 2400, 2743, 2800, 3000, 3200, or
3429 pulses/second. The modem precedes communications with an initial phase during
which the channel is probed to determine the usable bandwidth in the given telephone

TABLE 3.4 Modem standards.

V.32bis Modulation Pulse rate

14,000 bps Trellis 128 2400 pulses/second
9600 bps Trellis 32 2400 pulses/second
4800 bps QAM 4 2400 pulses/second
V.34bis

2400-33,600 bps Trellis 960 2400-3429 pulses/second
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connection. The modem then selects a pulse rate. For each of these pulse rates, a
number of possible trellis encoding schemes are defined. Each encoding scheme selects
a constellation that consists of a subset of peints from a superconstellation of 860 points.
A range of bit rates are possible, including 2400, 4800, 9600, 14,400, 19,200 and
28,800, 31,200 and 33,600 bps.

It is instructive to consider how close the V.34bis modem comes to the maximum
possible transmission rate predicted by Shannon’s formula for the traditional telephone
channel. Suppose we have a maximum useful bandwidth of 3400 Hz and assume a
maximum SNR of 40 dB, which is a bit over the maximum possible in a telephone line.
Shannon’s formula then gives a maximum possible bit rate of 45,200 bits/second. It is
clear then that the V.34bis modem is coming close to achieving the Shannon bound. In
1997 a new class of modems, the ITU-T V.90 standard, was introduced that tout a bit
rate of 56,000 bits/second, well in excess of the Shannon bound! As indicated earlier,
the 56 kbps speed is attained only under particular conditions that do not correspond
to the normal telephone channel.'®

BEEEEEEP, CHIRP, CHIRP, KTWANG, KTWANG, shhhhh, SHHHHHH

What are the calling and answering V.34 modems up to when they make these noises?
They are carrying out the handshaking that is required to set up communication. .
V.34 handshaking has four phases:

Phase 1: Because the modems don’t know anything about each other’s character-
istics, they begin by communicating using simple, low-speed, 300 bps FSK. They
exchange information about the available modulation modes, the standards they
support, the type of error correction that is to be used, and whether the connection
is cellular. ' ,

Phase 2: The modems perform probing of the telephone line by transmitting tones
with specified phases and frequencies that are spaced 150 Hz apart and that cover
the range from 150 Hz to 3750 Hz. The tones are sent at two distinct signal levels
(amplitudes). The probing allows the modems to determine the bandwidth and dis-
tortion of the telephone line. The modems then select their carrier frequency and
signal level. At the end of this phase, the modems exchange information about their
carrier frequency, transmit power, symbol rate, and maximum data rate.

Phase 3: The receiver equalizer starts its adaptation to the channel. The echo can-
celer is started. The function of the echo canceler is to suppress its modem’s trans-
mission signal so that the modem can hear the arriving signal.

Phase 4: The modems exchange information about the specific modem parameters
that are to be used, for example, signal constellation, trellis encoding, and other
encoding parameters.

The modems are now ready to work for you!

18[ndeed, we will see later when we discuss transmission medium that much higher bit rates are attainable
over twisted-wire pairs.
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Modem standards have also been developed for providing error control as well as
data compression capabilities. The V.42bis standard specifies the Link Access Proce-
dure for Modems (LAPM) for providing error control. LAPM is based on the HDLC
data link control, which is discussed in Chapter 5. V.42bis also specifies the use of
the Lempel-Ziv data compression scheme for the compression of information prior to
transmission. This scheme can usually provide compression ratios of two or more, thus
providing an apparent modem speedup of two or more. The data compression scheme
is explained in Chapter 12.

In this section we have considered only telephone modem applications. Digital
modulation techniques are also used extensively in other digital transmission systems
such as digital cellular telephony and terrestrial and satellite communications. These
systems are discussed further in Section 3.8.

3.8 PROPERTIES OF MEDIA AND DIGITAL
TRANSMISSION SYSTEMS

For transmission to occur, we must have a transmission medium that conveys the energy
of a signal from a sender to a receiver. A communication system places transmitter and
receiver equipment on either end of a transmission medium to form a communications
channel. In previous sections we discussed how communications channels are charac-
terized in general. In this section we discuss the properties of the transmission media
that are used in modern communication networks.

We found that the capability of a channel to carry information reliably is deter-
mined by several properties. First, the manner in which the medium transfers signals at
various frequencies (that is, the amplitude-response function A(f) and the phase-shift
function ¢( f) determines the extent to which the input pulses are distorted. The trans-
mitter and receiver equipment must be designed to remove enough distortion to make
reliable detection of the pulses possible. Second, the transmitted signal is attenuated as
it propagates through the medium and noise is also introduced in the medium and in the
receiver. These phenomena determine the SNR at the receiver and hence the probability
of bit errors. In discussing specific transmission media, we are therefore interested in
the following characteristics:

* The amplitude-response function A(f) and the phase-shift function ¢(f) of the
medium and the associated bandwidth as a function of distance.
* The susceptibility of the medium to noise and interference from other sources.

A typical communications system transmits information by modulating a sinusoidal
signal of frequency fy that is inserted into a guided medium or radiated through an
antenna. The sinusoidal variations of the modulated signal propagate in a medium at a
speed of v meters/second, where

v = (3.37)

7
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FIGURE 3.45 Electromagnetic spectrum.

and where ¢ =3 x 108 meters/second is the speed of light in a vacuum and ¢ is the
dielectric constant of the medium. In free space, ¢ =1, and & > 1 otherwise. The
wavelength A of the signal is given by the length in space spanned by one period
of the sinusoid:

A = v/ fo meters (3.38)

As shown in Figure 3.45, a 100 MHz carrier signal, which corresponds to FM
broadcast radio, has a wavelength of 3 meters, whereas a 3 GHz carrier signal has a
wavelength of 10 cm. Infrared light covers the range from 10'Z to 10'* Hz, and the light
used in optical fiber occupies the range 10'* to 10'* Hz.

The speed of light ¢ is a maximum limit for propagation speed in free space
and cannot be exceeded. Thus if a pulse of energy enters a communications channel
of distance d at time ¢ =0, then none of the energy can appear at the output before
time ¢ = d/c as shown in Figure 3.46. Note that in copper wire signals propagate at a
speed of 2.3 x 10® meters/second, and in optical fiber systems the speed of light v is
approximately 2 x 10® meters/second.

The two basic types of media are wired media, in which the signal energy is
contained and guided within a solid medium, and wireless media, in which the signal
energy propagates in the form of unguided electromagnetic signals. Copper pair wires,
coaxial cable, and optical fiber are examples of wired media. Radio and infrared light
are examples of wireless media.

Wired and wireless media differ in a fundamental way. In its most basic form,
wired media provide communications from point to point. By interconnecting wires at

FIGURE 3.46 Propagation delay of a pulse over the
communication channel, where v is the speed of light in the medium.
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various repeater or switching points, wired media lead to well-defined discrete network
topologies. Since the energy is confined within the medium, additional transmission
capacity can be procured by adding more wires. Unguided media, on the other hand, can
achieve only limited directionality and can be transmitted, as in the case of broadcast
radio, in all directions making the medium broadcast in nature. This condition leads to
a network topology that is continuous in nature. In addition, all users within receiving
range of each other must share the frequency band that is available and can thus interfere
with each other. The radio spectrum is finite, and so, unlike wired media, it iS not
possible to procure additional capacity. A given frequency band can be reused only in
a sufficiently distant geographical area. To maximize its utility, the radio spectrum is
closely regulated by government agencies.

Another difference between wired and wireless media is that wired media require
establishing aright-of-way through the land that is traversed by the cable. This process is
complicated, costly, and time-consuming. On the other hand, systems that use wireless
media do not require the right-of-way and can be deployed by procuring only the
sites where the antennas are locaied. Wireless systems can therefore be deployed more
quickly and at lower cost.

Finally, we note that for wired media the attenuation has an exponential dependence
on distance; that is, the attenuation at a given frequency is of the form 10*¢ where the
constant k depends on the specific frequency and d is that distance. The attenuation for
wired media in dB is then

attenuation for wired media = kd dB (3.39)

that is, the attenuation in dB increases linearly with the distance. For wireless media
the attenuation is proportional to d” where n is the path loss exponent. For free space
n = 2, and for environments where obstructions are present n > 2. The attenuation for
wireless media in dB is then

attenuation for wireless media is proportional to 1 log,,d dB (3.40)

and so the attenuation in dB only increases logarithmically with the distance. Thus in
general the signal level in wireless systems can be maintained over much longer dis-
tances than in wired systems.

3.8.1 Twisted Pair

The simplest guided transmission medium consists of two parallel insulated conducting
(e.g., copper) wires. The signal is transmitted through one wire while a ground refer-
ence is transmitted through the other. This two-wire system is susceptible to crosstalk
and noise. Crosstalk refers to the picking up of electrical signals from other adjacent
wires. Because the wires are unshielded, there is also a tendency to pick up noise, or
interference, from other electromagnetic sources such as broadcast radio. The receiver
detects the information signal by the voltage difference between the ground reference
signal and the information signal. If either one is greatly altered by interference or
crosstalk, then the chance of error is increased. For this reason parallel two-wire lines
are limited to short distances.
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FIGURE 3.47 Attenuation versus frequency for twisted pair [after
Smith 1985].

A twisted pair consists of two wires that are twisted together to reduce the sus-
ceptibility to interference. The close proximity of the wires means that any interference
will be picked up by both and so the difference between the pair of wires should be
largely unaffected by the interference. Twisting also helps to reduce (but not eliminate)
the crosstalk interference when multiple pairs are placed within one cable. Much of the
wire in the telephone system is twisted-pair wire. For example, it is used between the
customer and the central office, also called the subscriber loop, and often between cen-
tral offices, called the trunk plant. Because multiple pairs are bundled together within
one telephone cable, the amount of crosstalk is still significant, especially at higher
frequencies.

A twisted pair can pass a relatively wide range of frequencies. The attenuation for
twisted pair, measured in dB/mile, can range from 1 to 4 dB/mile at 1 kHz to 10 to
20 dB/mile at 500 kHz, depending on the gauge (diameter) of the wire as shown in
Figure 3.47. Since the attenuation/km is higher for higher frequencies, the bandwidth of
twisted pair decreases with distance. Table 3.5 shows practical limits on data rates that

TABLE 3.5 Data rates of 24-gauge twisted pair.

Standard Data rate Distance

T-1 1.544 Mbps 18,000 feet, 5.5 km
DS2 6.312 Mbps 12,000 feet, 3.7 km
1/4 STS-1 12.960 Mbps 4500 feet, 1.4 km
1/2 STS-1 25.920 Mbps 3000 feet, 0.9 km
STS-1 51.840 Mbps 1000 feet, 300 m
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can be achieved in a unidirectional link over a 24-gauge (0.016-inch-diameter wire)
twisted pair for various distances.

The first digital transmission system used twisted pair and was used in the trunk
portion of the telephone network. This T-1 carrier system achieved a transmission rate
of 1.544 Mbps and could carry 24 voice channels. The T-1 carrier system used baseband
pulse transmission with bipolar encoding. The T-1 carrier system is discussed further
in Chapter 4 in the context of the telephone network. Twisted pair in the trunk portion
of the telephone network is being replaced by optical fiber. However, twisted pair
constitutes the bulk of the access network that connects users to the teiephone office,
and as such, is crucial to the evolution of future digital networks. In the remainder of
this section, we discuss how new systems are being introduced to provide high-speed
digital communications in the access network.

Originally, in optimizing for the transmission of speech, the telephone company
elected to transmit frequencies within the range of 0 to 4 kHz. Limiting the frequen-
cies at 4 kHz reduced the crosstalk that resulted between different cable pairs at the
higher frequencies and provided the desired voice quality. Within the subscriber loop
portion, loading coils were added to further improve voice transmission within the
3 kHz band by providing a flatter transfer function. This loading occurred in lines
longer than 5 kilometers. While improving the quality of the speech signal, the loading
coils also increased the attenuation at the higher frequencies and hence reduced the
bandwidth of the system. Thus the choice of a 4 kHz bandwidth for the voice chan-
nel and the application of loading coils, not.the inherent bandwidth of twisted pair,
are the factors that limit digital transmission over telephone lines to approximately
40 kbps.

INSZR(ON V(O Digital Subscriber Loops

Several digital transmission schemes were developed in the 1970s to provide access
to Integrated Services Digital Network (ISDN) using the twisted pair (without load-
ing coils) in the subscriber loop network. These schemes provide for two bearer (B)
64 kbps channels and one data (D) 16 kbps channel from the user to the telephone
network. These services were never deployed on a wide scale.

To handle the recent demand from consumers for higher speed data transmission,
the telephone companies are introducing a new technology called asymmetric digital
subscriber line (ADSL). The objective of this technology is to use existing twisted-
pair lines to provide the higher bit rates that are possible with unloaded twisted pair.
The frequency spectrum is divided into two regions. The lower frequencies are used for
conventional analog telephone signals. The region above is used for bidirectional digital
transmission. The system is asymmetric in that the user can transmit upstream into the
network at speeds ranging from 64 kbps to 640 kbps but can receive information from

- the network at speeds from 1.536 Mbps to 6.144 Mbps, depending on the distance from
the telephone central office. This asymmetry in upstream/downstream transmission
rates is said to match the needs of current applications such as upstream requests and
downstream page transfers in the World Wide Web application.
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The ITU-T G.992.1 standard for ADSL uses the Discrete Multitone (DMT) system
that divides the available bandwidth into a large number of narrow subchannels. The
binary information is distributed among the subchannels, each of which uses QAM.
DMT can adapt to line conditions by avoiding subchannels with poor SNR. ITU-T
has also approved standard G.992.2 as a “lite” version that provides access speeds of
up to 512 kbps from the user and download speeds of up 1.5 Mbps. The latter is the
simpler and less expensive standard because it does not require a “splitter” to separate
telephone voice signals from the data signal and can instead be plugged directly into
the PC by the user as is customary for most voiceband modems.

NGB (VB O\ Local Area Networks

Twisted pair is installed during the construction of most office buildings. The wires that
terminate at the wall plate in each office are connected to wiring closets that are placed
at various locations in the building. Consequently, twisted pair is'a good candidate for
use in local area computer networks where the maximum distance between a computer
and a network device is in the order of 100 meters. As a transmission medium, however,
high-speed transmission over twisted pairs poses serious challenges. Several categories
of twisted-pair cable have been defined for use in LANs. Category 3 unshielded twisted
pair (UTP) corresponds to ordinary voice-grade twisted pair and can be used at speeds
up to 16 Mbps. Category 5 UTP is intended for use at speeds up to 100 Mbps. Category 5
twisted pairs are twisted more tightly than are those in category 3, resulting in much
better crosstalk immunity and signal quality. Shielded twisted pair involves providing a
metallic braid or sheath to cover each twisted pair. It provides better performance than
UTP but is more expensive and more difficult to use.

10BASE-T Ethernet LAN. The most widely deployed version of Ethernet LAN uses
the I0BASE-T physical layer. The designation I0BASE-T denotes /0 Mbps operation
using baseband transmission over twisted-pair wire. The NIC card in each computer is
connected to a hubina star topology as shown in Figure 3.48. Two category 3 UTP cables
provide the connection between computer and hub. The transmissions use Manchester
line coding, and the cables are limited to a maximum distance of 100 meters.

FIGURE 3.48 Ethernet hub.
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100BASE-T Ethernet LAN. The 100BASE-T Ethernet LAN is also known as Fast
Ethernet. As indicated by the designation, 100BASE-T Ethernet operates at a speed of
100 Mbps using twisted-pair wire. The computers are connected to a hub or a switch in
a star topology, and the distance of the twisted pairs is limited to 100 meters. Operating -
100 Mbps on UTP is challenging, and so three options for doing so were developed,
one for category 3 UTP, one for shielded twisted pair, and one for category 5 UTP. One
problem with extending the 10BASE-T transmission format is that Manchester line
coding is inefficient in its use of bandwidth. Recall from the section on line coding that
Manchester coding pulses vary at twice the information rate, so the use of Manchester
coding would have required operation at 200 Mpulses/second. Another problem is that
higher pulse rates result in more electromagnetic interference. For this reason, new and
more efficient line codes were used in thé new standards.

In the 100BASE-T4 format, four category 3 twisted-pair wires are used. At any
given time three pairs are used to jointly provide 100 Mbps in a given direction; that
is, each pair provides 33 1/3 Mbps. The fourth pair is used for collision detection. The
transmission uses ternary signaling in which the transmitted pulses can take on three
levels, +A, 0, or —A. The line code maps a group of eight bits into a corresponding
group of six ternary symbols that are transmitted over the three parallel channels over
two pulse intervals, or equivalently four bits into three ternary symbols/pulse interval.
This mapping is possible because 2* = 16 < 3> = 27. The transmitter on each pair sends
25 Mpulses/second, which gives a bit rate of 25 Mp/s x 4 bits/3 pulses = 33 1/3 Mbps
as required. As an option, four category 5 twisted pairs can be used instead of category 3
twisted pairs.

In the 100BASE-TX format, two category 5 twisted pairs are used to connect to
the hub. Transmission is full duplex with each pair transmitting in one of the directions
at a pulse rate of 125 Mpulses/second. The line code used takes a group of four bits
and maps it into five binary pulses, giving a bit rate of 125 Mpulses/second x 4 bits/
5 pulses = 100 Mbps. An option allows two pairs of shlelded twisted wire to be used
instead of the category 5 pairs.

3.8.2 Coaxial Cable

In coaxial cable a solid center conductor is located coaxially within a cylindrical outer
conductor. The two conductors are separated by a solid dielectric material, and the outer
conductor is covered with a plastic sheath as shown in Figure 3.49. The coaxial arrange-
ment of the two conductors provides much better immunity to interference and crosstalk

FIGURE 3.49 Coaxial cable.
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FIGURE 3.50 Attenuation versus frequency for coaxial cable
[after Smith 1985].

than twisted pair does. By comparing Figure 3.50 with Figure 3.47, we can see that coax-
ial cable can provide much higher bandwidths (hundreds of MHz) than twisted pair (a
few MHz). For example, existing cable television systems use a bandwidth of 500 MHz.

Coaxial cable was initially deployed in the backbone of analog telephone networks
where a single cable could be used to carry in excess of 10,000 simultaneous analog
voice circuits. Digital transmission systems using coaxial cable were also deployed in
the telephone network in the 1970s. These systems operate in the range of 8.448 Mbps
to 564.992 Mbps. However, the deployment of coaxial cable transmission systems
in the backbone of the telephone network was discontinued because of the much higher
bandwidth and lower cost of optical fiber transmission systems.

APPLICATION Cable Television Distribution

The widest use of coaxml cable is for distribution-of television signals in cable TV
_systems. Existing coaxial cable systems use the frequency range from 54 MHz to

500 MHz. A National Television Standards Committee (NTSC) analog television signal
~occupies a 6 MHz band, and a phase alternation by line (PAL) analog television signal

occupies 8 MHz, so 50 to 70 channels can be accommodated. 19 Existing cable television
' systems are arranged in a tree-and-branch topology as shown in Figure 3. 51. The master

television signal originates at a head end office, and unidirectional analog amplifiers
-maintain the signal level. The signal is split along different branches until all subscribers
are reached. Because all the information flows from the head end to thesubscnbers, :
cable television systems were designed to be unidirectional. s

l

19'I‘l'u-, NTSC and PAL formats are two standards for analog television. The NTSC format is used in North
America and Japan, and the PAL format is used in Europe.
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FIGURE 3.51 Tree-and-branch topology of conventional cable TV systems.

NS S P (OLVU (VI Cable Modem

The coaxial cable network has a huge bandwidth flowing from the network to the user.
For example, a single analog television channel will provide approximately 6 MHz
of bandwidth. If QAM modulation is used with a 64-point constellation, then a bit
rate of 6 Mpulses/second x 6 bits/pulse =36 Mbps is possible. However, the coaxial
network was not designed to provide communications from the user to the network.
Figure 3.52 shows how coaxial cable networks are being modified to provide upstream
communications through the introduction of bidirectional split-band amplifiers that
allow information to flow in both directions.

Figure 3.53a shows the existing cable spectrum that uses the band from 54 MHz to
500 MHz for the distribution of analog television signals. Figure 3.53b shows the pro-
posed spectrum for hybrid fiber-coaxial systems. The band from 550 MHz to 750 MHz
would be used to carry new digital video and data signals as well as downstream
telephone signals. In North America channels are 6 MHz wide, so these downstream
channels can support bit rates in the range of 36 Mbps. The band from 5 MHz to 42 MHz,
which was originally intended for pay-per-view signaling, would be converted for cable
modem upstream signals as well as for cable telephony. This lower band is subject to
much worse interference and noise than the downstream channels. Using channels of
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FIGURE 3.52 Topology of hybrid fiber-coaxial systems.

approximately 2 MHz, upstream transmission rates from 500 kbps to 4 Mbps can be
provided. As in the case of ADSL, we see that the upstream/downstream transmission
rates are asymmetric.

Both the upstream and downstream channels need to be shared among subscribers
in the feeder line. The arrangement is similar to that of a local area network in that
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FIGURE 3.53 Frequency allocation in cable TV systems.
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the cable modems from the various users must communicate with a cable modem
termination system (CMTS) at the operator’s end of the cable. The cable modems must
listen for packets destined to them on an assigned downstream channel. They must also
contend to obtain time slots to transmit their information in an assigned channel in the
upstream direction.

RV UM (GRVR (O Ethernet LAN

The original design of the Ethernet LAN used coaxial cable for the shared medium
(see Figure 1.13a). Coaxial cable was selected because it provided high bandwidth,
offered good noise immunity, and led to a cost-effective transceiver design. The original
standard specified 10Base5, which uses thick (10 mm) coaxial cable operating at a bit
rate of 10 Mbps, using baseband transmission and with a maximum segment length of
500 meters. The transmission uses Manchester coding. This cabling system required
the use of a transceiver to attach the NIC card to the coaxial cable. The thick coaxial
cable Ethernet was typically deployed along the ceilings in building hallways, and
a connection from a workstation in an office would tap onto the cable. Thick coaxial
cable is awkward to handle and install. The 10Base2 standard uses thin (5 mm) coaxial
cable operating 10 Mbps and with a maximum segment of 185 meters. The cheaper and
easier to handle thin coaxial cable makes use of T-shaped BNC connectors. 10Base5
and 10Base2 segments can be combined through the use of a repeater that forwards
the signals from one segment to the other.

3.8.3 Optical Fiber !

The deployment of digital transmission systems using twisted pair and coaxial cable
systems established the trend toward digitization of the telephone network during the
1960s and 1970s. These new digital systems provided significant economic advantages
over previous analog systems. Optical fiber transmission systems, which were intro-
duced in the 1970s, offered even greater advantages over copper-based digital trans-
mission systems and resulted in a dramatic acceleration of the pace toward digitization
of the network. Figure 1.1 of Chapter 1 showed that optical fiber systems represented
an acceleration in the long-term rate of improvement in transmission capacity.

The typical T-1 or coaxial transmission system requires repeaters about every
2 km. Optical fiber systems, on the other hand, have maximum regenerator spacings
in the order of tens to hundreds and even thousands of kilometers. The introduction
of optical fiber systems has therefore resulted in great reductions in the cost of digital
transmission. Optical fiber systems have also allowed dramatic reductions in the space
required to house the cables. A single fiber strand is much thinner than twisted pair or
coaxial cable. Because a single optical fiber can carry much higher transmission rates
than copper systems, a single cable of optical fibers can replace many cables of copper
wires. In addition, optical fibers do not radiate significant energy and do not pick up
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FIGURE 3.54 Transmission of
light waves in optical fiber:

(a) geometry of optical fiber;

(b) reflection in optical fiber.
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interference from external sources. Thus compared to electrical transmission, optical
fibers are more secure from tapping and are also immune to interference and crosstalk.
Optical fiber consists of a very fine cylinder of glass (core) surrounded by a
concentric layer of glass (cladding) as shown in Figure 3.54. The information itself is
transmitted through the core in the form a fluctuating beam of light. The core has a
slightly higher optical density (index of refraction) than the cladding. The ratio of the
indices of refraction of the two glasses defines a critical angle 6.. When a ray of light
from the core approaches the cladding at an angle less than 6., the ray is completely
reflected back into the core. In this manner the ray of light is guided within the fiber.
The attenuation in the fiber can be kept low by controlling the impurities that are
present in the glass. When it was invented in 1970, optical fiber had a loss of 20 dB/km.
Within 10 years systems with a loss of 0.2 dB/km had become available. Figure 3.55
shows that minimum attenuation of optical fiber varies with the wavelength of the
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FIGURE 3.55 Attenuation versus wavelength for optical
fiber.
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FIGURE 3.56 (a) Multimode optical fiber: multiple rays follow
different paths; (b) single-mode optical fiber: only direct path
propagates in optical fiber.

signal. It can be seen that the systems that operate at wavelengths of 1300 nanome-
ter (nm) and 1550 nm occupy regions of low attenuation. The attenuation peak in the
vicinity of 1400 nm is due to residual water vapor in the glass fiber.”’ Early optical
fiber transmission systems operated in the 850 nm region at bit rates in the tens of
megabits/second and used relatively inexpensive light emitting diodes (LEDs) as the
light source. Second- and third-generation systems use laser sources and operate in the
1300 nm and 1500 nm region achieving gigabits/second bit rates.

A multimode fiber has an input ray of light reach the receiver over multiple paths,
as shown in Figure 3.56a. Here the first ray arrives in a direct path, and the second ray
arrives through a reflected path. The difference in delay between the two paths causes
the rays to interfere with each other. The amount of interference depends on the duration
of a pulse relative to the delays of the paths. The presence of multiple paths limits the
maximum bit rates that are achievable using multimode fiber. By making the core of
the fiber much narrower, it is possible to restrict propagation to the single direct path.
These single-mode fibers can achieve speeds of many gigabits/second over hundreds
of kilometers.

Figure 3.57 shows an optical fiber transmission system. The transmitter consists of
a light source that can be modulated according to an electrical input signal to produce

20New optical fiber designs remove the water peak in the 1400 nm region.

Electrical

. . Electrical
signal —| Modulator -—IO Optical fiber )—-’- Receiver (> signal

A

Optical
source

FIGURE 3.57 Optical transmission system.



3.8 Properties of Media and Digital Transmission Systems 159

a beam of light that is inserted into the fiber. Typically the binary information sequence
is mapped into a sequence of on/off light pulses at some particular wavelength. The key
attribute of optical communications is that these light pulses can be switched on and off
atextremely high rates so extremely high bit rates are possible. An optical detector at the
receiver end of the system converts the received optical signal into an electrical signal
from which the original information can be detected. Optical fiber communication
involves various types of dispersion that are not encountered in electronic systems. See
[Keiser 2000] for a discussion on dispersion types.

The width of an optical band is typically stated in terms of nanometers. We obtain
an expression for bandwidth in terms of frequency as follows. Let f; correspond to the
wavelength A and let f> correspond to the wavelength A| + AX, and suppose that Ax
is much smaller than A . From Equation (3.38) the bandwidth in Hz is given by

B=f f_u v v | 1 v ?—f __ VAL
A VR P S U 1+ 82 ) T s & A2

(3.41)

The region around 1300 nm contains a band with attenuation lgss than 0.5 dB/km. The
region has AA of approximately 100 nm which gives a bandwidth of approximately
12 terahertz. One terahertz is 10'? Hz, that is, ! million MHz! The region around
1550 nm has another band with attenuation as low as 0.2 dB/km [Mukherjee 1997].
This region has a bandwidth of about 15 THz. Clearly, existing optical transmission
systems do not come close to utilizing this bandwidth.

Wave-length division multiplexing (WDM) is an effective approach to exploiting
the bandwidth that is available in optical fiber. In WDM multiple wavelengths are used
to carry simultaneously several information streams over the same fiber. WDM is
a form of multiplexing and is covered in Chapter 4. Early WDM systems handled
16 wavelengths each transmitting 2.5 Gbps for a total of 40 Gbps/fiber. Two basic
types of WDM systems are in use. Coarse WDM (CWDM) systems are optimized for
simplicity and low cost and involve the use of a few wavelengths (4-8) with wide
interwavelength spacing. Dense WDM (DWDM ) systems, on the other hand, maximize
the bandwidth carried in a fiber through dense packing of wavelengths. Current DWDM
systems can pack 80 to 160 wavelengths, where each wavelength can carry 10 Gbps
and in some cases 40 Gbps. The ITU Grid specifies a separation of 0.8 nm between
wavelengths and is used for systems that carry 10 Gbps signals per wavelength. Newer
systems use a tighter spacing of 0.4 nm and typically carry 2.5 Gbps signals.

The attenuation in the optical fiber typically limits the range of the optical trans-
mitted signal to tens of kilometers. In the absence of optical amplifiers, electronic
regenerators must be inserted between spans of optical fiber because current optical
processing cannot provide all-optical timing recovery and signal detection. At each
regenerator, the optical signal is converted to an electrical signal, timing is recovered
electronically, the original data is detected electronically, and the resulting recovered
data sequence is used to drive a laser that pumps a regenerated optical signal along
the next span as shown in Figure 3.58a. Optical-to-electronic conversion is expensive
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FIGURE 3.58 Optical transmission systems: (a) single signal/fiber with 1 regenerator/span;,
(b) DWDM composite signal/fiber with 1 regenerator/wavelength-span; (¢) DWDM
composite signal with optical amplifiers.

because of the cost of lasers and high-speed electronics. The cost of regeneration be-
comes acute when DWDM is introduced. As shown in Figure 3.58b, at each regeneration
point the composite DWDM signal must be split into its separate optical signals and
each individual signal must be electronically regenerated individually.

A major advance took place with the invention of optical amplifiers that can am-
plify the band of wavelengths that is occupied by a DWDM signal. An Erbium-Doped
Fiber Amplifier (EDFA) is a device that can boost the intensity of optical signals that
are carried within the 1530 to 1620 nm band in an optical fiber. An EDFA involves tak-
ing a weak arriving (DWDM) optical signal and combining it with a locally generated
higher power optical signal in a length of fiber that has been doped with the erbium.
The erbium atoms are excited by this action and they generate photons at the same
phase and direction as the arriving signal. In effect the DWDM signal is amplified.
The EDFA devices must be designed so that they provide nearly equal amplification
for all the wavelengths in its band. The availability of EDFA optical amplifiers reduces
the need for regenerators as shown in Figure 3.58c. There is a limit on how many
EDFA devices can be cascaded in series and so eventually regenerators need to be
inserted. Nevertheless, the distance between regenerators and the associated optical-to-
electronie conversion can be increased to hundreds and even thousands of kilometers.
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In Chapter 4 we examine the impact of these new optical technologies on transport
networks.

LV G MIOLVR IO Access and Backbone Networks

Optical fiber transmission systems are widely deployed in the backbone of networks.
In Chapter 4 we present the digital multiplexing hierarchy that has been developed for
electrical and optical digital transmission systems. Current optical fiber transmission
systems provide transmission rates from 45 Mbps to 10 Gbps using single wavelength
transmission and 40 Gbps to 1600 Gbps using WDM. Optical fiber systems are very
cost-effective in the backbone of networks because the cost is spread over a large number
of users. Optical fiber transmissions systems provide the facilities for long-distance
telephone communications and data communications. Regeneratorless optical fiber
transmission systems are also used to interconnect telephone offices in metropolitan
areas. . S

The cost of installing optical fiber in the subscriber portion of the network remains
‘higher than the cost of using the existing installed base of twisted pair and coaxial cable.
Fiber-to-the-home proposals that would provide huge bandwidths to the user remain
too expensive. Fiber-to-the-curb proposals attempt to reduce this cost by installing fiber
to a point that is sufficiently close to the subscriber. Twisted pair or coaxial cable can
then connect the subscriber to the curb at high data rates.

VU Y P(OLVN O 1. ocal Area Networks

‘Optical fiber is used as the physical layer of several LAN standards. The 10BASE-FP
Ethernet physical layer standard uses optical fiber operating with an 850 nm source.
‘The transmission system uses Manchester coding and intensity-light modulation and
‘allows distances up to 2 km. The Fiber Distributed Data Interface (FDDI) ring-topology
'LAN uses optical fiber transmission at a speed of 100 Mbps, using LED light sources at
1300 nm with repeater spacings of up to 2 km. The binary information is encoded using
'a 4B5B code followed by NRZ-inverted line coding. The 100BASE-FX Fast Ethernet
‘physical layer standard uses two fibers, one for send and one for receive. The maximum
‘distance is limited to 100 meters. The transmission format is the same as that of FDDI
‘with slight modifications.

Optical fiber is the preferred medium for Gigabit Ethernet. As has become the
ipractice in the development of physical layer standards, the 1000BASE-X standards
\are based on the preexisting fiber channel standard. The pulse transmission rate is
'1.25 gigapulses/second, and an 8B10B code is used to provide the 1 Gbps transmission
‘rate. There are two variations of the I000BASE-X standard. The 1000BASE-SX uses a
‘“shortwave” light source, nominally 850 nm, and multimode fiber. The distance limit is
'550 meters. The 1000BASE-LX uses a “longwave” light source, nominally at 1300 nm,
‘single mode or multimode fiber. For multimode fiber the distance limit is 550 meters,
and for single-mode fiber the distance is 5 km.
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VY Y RIOEVR OV 10 Gigabit Ethernet Networks

A 10 Gbps Ethernet standard has been specified for use in LANs as well as in wide
area networks. To support the installed base of Gigabit Ethernet, two multimode fiber
interfaces have been defined. An 850 nm interface supports LAN deployments of up to
65 meters. A 1310 nm interface supports applications up to 300 meters. For wide area
networks, single-mode fiber interfaces at 1310 nm and 1550 nm have been defined that
provide reaches of 10 km and 40 km respectively.

3.8.4 Radio Transmission

Radio encompasses the electromagnetic spectrum in the range of 3 kHz to 300 GHz. In
radio communications the signal is transmitted into the air or space, using an antenna
that radiates energy at some carrier frequency. For example, in QAM modulation the
information sequence determines a point in the signal constellation that specifies the
amplitude and phase of the sinusoidal wave that is transmitted. Depending on the fre-
quency and the antenna, this energy can propagate in either a unidirectional or omni-
directional fashion. In the unidirectional case a properly aligned antenna receives the
modulated signal, and an associated receiver in the direction of the transmission recov-
ers the original information. In the omnidirectional case any receiver with an antenna
in the area of coverage can pick up the signal.

Radio communication systems are subject to a variety of transmission impair-
ments. We indicated earlier that the attenuation in radio links varies logarithmically
with the distance. Attenuation for radio systems also increases with rainfall. Radio
systems are subject to multipath fading and interference. Multipath fading refers to the
interference that results at a receiver when two or more versions of the same signal
arrive at slightly different times. If the arriving signals differ in polarity, then they will
cancel each other. Multipath fading can result in wide fluctuations in the amplitude and
phase of the received signal. Interference refers to energy that appears at the receiver
from sources other than the transmitter. Interference can be generated by other users
of the same frequency band or by equipment that inadvertently transmits energy out-
side its band and into the bands of adjacent channels. Interference can seriously affect
the performance of radio systems, and for this reason regulatory bodies apply strict
requirements on the emission properties of electronic equipment.

Figure 3.59 gives the range of various frequency bands and their applications. The
frequency bands are classified according to wavelengths. Thus the low frequency (LF)
band spans the range 30 kHz to 300 kHz, which corresponds to a wavelength of 1 km to
10 km, whereas the extremely high frequency (EHF) band occupies the range from 30
to 300 GHz corresponding to wavelengths of I millimeter to 1 centimeter. Note that the
progression of frequency bands in the logarithmic frequency scale have increasingly
larger bandwidths, for example, the “band” from 10'! to 10'* Hz has a bandwidth of
0.9 x 10'? Hz, whereas the band from 103 to 10® Hz has a bandwidth of 0.9 x 10° Hz.

The propagation properties of radio waves vary with the frequency. Radio waves
at the VLF, LF, and MF bands follow the surface of the earth in the form of ground
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FIGURE 3.59 Radio spectra.

waves. VLF waves can be detected at distances up to about 1000 km, and MF waves,
for example, AM radio, at much shorter distances. Radio waves in the HF band are
reflected by the ionosphere and can be used for long-distance communications. These
waves are detectable only within certain specific distances from the transmitter. Finally,
radio waves in the VHF band and higher are not reflected back by the ionosphere and
are detectable only within line-of-sight.

In general, radio frequencies below 1 GHz are more suitable for omnidirectional
applications, such as those shown in Table 3.6. For example, paging systems (“beepers”)
are an omnidirectional application that provides one-way communications. A high-
power transmission system is used to reach simple, low-power pocket-size receivers in
some geographic area. The purpose of the system is to alert the owner that someone
wishes to communicate with him or her. The system may consist of a single high-
powered antenna, or a network of interconnected antennas, or be a nationwide satellite-
based transmission system. These systems deliver the calling party’s telephone number
and short text messages. Paging systems have operated in a number of frequency bands.
Most systems currently use the 930 to 932 MHz band.

Cordless telephones are an example of an omnidirectional application that provides
two-way communications. Here a simple base station connects to a telephone outlet
and relays signaling and voice information to a cordless phone. This technology allows
the user to move around in an area of a few tens of meters while talking on the phone.
The first generation of cordless phones used analog radio technology and subsequent
generations have used digital technology.

TABLE 3.6 Examples of omnidirectional systems.

System Description Distance

Paging Short message 10s of kilometers
Cordless telephone Analog/digital voice 10s of meters
Cellular telephone Analog/digital voice and data kilometers
Personal communication services Digital voice and data 100s of meters

Wireless LAN High-speed data 100 meters
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ING YR (NY (O Cellular Communications

Analog cellular telephone systems were introduced in 1979 in Japan. This system
provided for 600 two-way channels in the 800 MHz band. In Europe the Nordic Mobile
Telephone system was developed in 1981 in the 450 MHz band. The U.S. Advanced
Mobile Phone System (AMPS) was deployed in 1983 in a frequency band of 50 MHz
in the 800 MHz region. This band is divided into 30 kHz channels that can each carry
a single FM-modulated analog voice signal.

Analog cellular phones quickly reached their capacity in large metropolitan areas
because of the popularity of cellular phone service. Several digital cellular telephone
systems based on digital transmission have been introduced. In Europe the Global
System for Mobile (GSM) standard was developed to provide for a pan-European
digital cellular system in the 900 MHz band. In 1991 Interim Standard IS-54 in the
United States allowed for the replacement of a 30 kHz channel with a digital channel
that can support three users. This digital channel uses differential QAM modulation in
place of the analog FM modulation. A cellular standard based on code division multiple
access (CDMA) was also standardized as IS-95. This system, based on direct sequence
spread spectrum transmission, can handle more users than earlier systems could. These
cellular systems are discussed further in Chapter 6.

In 1995 personal communication services (PCS) licenses were auctioned in the
U.S. for spectrum in the 1800/1900 MHz region. PCS is intended to extend digital
cellular technology to a broader community of users by using low-power transmitters
that cover small areas, “microcells.” PCS thus combines aspects of conventional cellular
telephone service with aspects of cordless telephones. The first large deployment of PCS
is in the Japanese Personal Handiphone system that operates in the 1800/1900 band.
This system is now very popular. In Europe the GSM standard has been adapted to the
1800/1900 band. '

LV ICLYR IOV Wireless LANs

Wireless LANs are another application of omnidirectional wireless communications.
"The objective here is to provide high-speed communications among a number of com-
puters located in relatively close proximity. Most standardization efforts in the United
States have focused in the Industrial/Scientific/Medical (ISM) bands, which span 902
to 928 MHz, 2400 to 2483.5 MHz, and 5725 to 5850 MHz, respectively. Unlike other
frequency bands, the ISM band is designated for unlicensed operation so each user
must cope with the interference from other users. In Europe, the high-performance
radio LAN (HIPERPLAN) standard was developed to provide high-speed (20 Mbps)
operation in the 5.15 to 5.30 GHz band. In 1996 the Federal Communications Commis-
sion (FCC) in the United States announced its intention to make 350 MHz of spectrum
in the 5.15 to 5.35 GHz and 5.725 to 5.825 GHz bands available for unlicensed use in
LAN applications. More recently, the IEEE 802.11 group has developed standards for
wireless LANs. These developments are significant because these systems will provide
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high-speed communications to the increasing base of portable computers. This new
spectrum allocation will also enable the development of ad hoc digital radio networks
.1n residential and other environments.

AV YW IOLVR (DA Point-to-Point and Point-to-Multipoint Radio Systems

‘Highly directional antennas can be built for microwave frequencies that cover the
range from 2 to 40 GHz. For this reason point-to-point wireless systems use microwave
frequencies and were a major component of the telecommunication infrastructure intro-
duced several years ago. Digital microwave transmission systems have been deployed
to provide long-distance communications. These systems typically use QAM modula-
tion with fairly large signal constellations and can provide transmission rates in excess
of 100 Mbps. The logarithmic, rather than linear, attenuation gave microwave radio
systems an advantage over coaxial cable systems by requiring regenerator spacings in
the tens of kilometers. In addition, microwave systems did not have to deal with right-
of-way issues. Microwave transmission systems can also be used to provide inexpensive
digital links between buildings.

Microwave frequencies in the 28 GHz band have also been licensed for point-to-
multipoint “wireless cable” systems. In these systems microwave radio beams from a
telephone central office would send 50 Mbps directional signals to subscribers within a
5 kmrange. Refiectors would be used to direct these beams so that all subscribers can be
reached. These signals could contain digital video and telephone as well as high-speed
data. Subscribers would also be provided with transmitters that would allow them to
send information upstream into the network. The providers of this service have about
1 GHz in total bandwidth available.

LV W (OLVNION'E Satellite Communications

‘Early satellite communications systems can be viewed as microwave systems with a

single repeater in the sky. A (geostationary) satellite is placed at an altitude of about
36,000 km above the equator where its orbit is stationary relative to the rotation of
the earth. A modulated microwave radio signal is beamed to the satellite on an uplink
‘carrier frequency. A transponder in the satellite receives the uplink signal, regenerates
it, and beams it down back to earth on a downlink carrier frequency. A satellite typically
contains 12 to 20 transponders so it can handle a number of simultaneous transmissions.
Each transponder typically handles about 50 Mbps. Satellites operate in the 4/6, 11/14,
and 20/30 GHz bands, where the first number indicates the downlink frequency and the
second number the uplink frequency.

Geostationary satellite systems have been used to provide point-to-point digital
communications to carry telephone traffic between two points. Satellite systems have
an advantage over fiber systems in situations where communications needs to be estab-
lished quickly or where deploying the infrastructure is too costly. Satellite systems are
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inherently broadcast in nature, so they are also used to simultaneously beam television,
and other signals, to a large number of users. Satellite systems are also used to reach
mobile users who roam wide geographical areas.

Constellations of low-earth orbit satellites (LEOS) have also been deployed. These
include the Iridium and Teledesic systems. The satellites are not stationary with respect
to the earth, but they rotate in such a way that there is continuous coverage of the earth.
The component satellites are interconnected by high-speed links forming a network in
the sky.

3.8.5 Infrared Light

Infrared light is a communication medium whose properties differ significantly from
radio frequencies. Infrared light does not penetrate walls, so an inherent property is that
it is easily contained within a room. This factor can be desirable from the point of view
of reducing interference and enabling reuse of the frequency band in different rooms.
Infrared communications systems operate in the region from 850 nm to 900 nra where
receivers with good sensitivity are available. Infrared light systems have a very large
potential bandwidth that is not yet exploited by existing systems. A serious problem is
that the sun generates radiation in the infrared band, which can be a cause of severe
interference. The infrared band is being investigated for use in the development of very
high speed wireless LANs.

NSO NN (O IrDA Links

The Infrared Data Association (IrDA) was formed to promote the development of
infrared light communication, systems. A number of standards have been developed
under its auspices. The IrDA-C standard provides bidirectional communications for
cordless devices such as keyboards, mice, joysticks, and handheld computers. This
standard operates at a bit rate of 75 kbps at distances of up to 8 meters. The 'DA-D
standard provides for data rates from 115 kb/s to 4 Mb/s over adistance of 1 meter. It was
designed as a wireless alternative to connecting devices, such as a laptop to a printer.

3.9 ERROR DETECTION AND CORRECTION

In most communication channels a certain level of noise and interference is unavoid-
able. Even after the design of the digital transmission system has been optimized, bit
errors in transmission will occur with some small but nonzero probability. For example,
typical bit error rates for systems that use copper wires are in the order of 1076, that
is, one in a million. Modern optical fiber systems have bit error rates of 107 or less.
In contrast, wireless transmission systems can experience error rates as high as 1073
or worse. The acceptability of a given level of bit error rate depends on the particular
application. For example, certain types of digital speech transmission are tolerant to
fairly high bit error rates. Other types of applications such as electronic funds transfer
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require essentially error-free transmission. In this section we introduce error-control
techniques for improving the error-rate performance that is delivered to an application in
situations where the inherent error rate of a digital transmission system is unacceptable.

There are two basic approaches to error control. The first approach involves the
detection of errors and an automatic retransmission request (ARQ) when errors are
detected. This approach presupposes the availability of a return channel over which the
retransmission request can be made. For example. ARQ is widely used in computer
communication systems that use telephone lines. ARQ is also used to provide reliable
data transmission over the Internet. The second approach. forward error correction
(FEC), involves the detection of errors followed by further processing of the received
information that attempts to correct the errors. FEC is appropriate when a return channel
is not available, retransmission requests are not easily accommodated. or a large amount
of data is sent and retransmission to correct a few errors is very inefficient. For example,
FEC is used in satellite and deep-space communications. Another application is in audio
CD recordings where FEC is used to provide tremendous robustness to errors so that
clear sound reproduction is possible even in the presence of smudges and scratches on
the disk surface. Error detection is the first step in both ARQ and FEC. The difference
between ARQ and FEC is that ARQ “wastes” bandwidth by using retransmissions,
whereas FEC in general requires additional redundancy in the transmitted information
and incurs significant processing complexity in performing the error correction.

" In this section we discuss parity check codes. the Internet checksum, and poly-
nomial codes that are used in error detection. We also present methods for assessing
the effectiveness of these codes in several error environments. These results are used
in Chapter 5, in the discussion of ARQ protocols. An optional section on linear codes
gives a more complete introduction to error detection and correction.

3.9.1 Error Detection

First we discuss the idea of error detection in general terms, using the single parity
check code as an example throughout the discussion. The basic idea in performing
error detection is very simple. As illustrated in Figure 3.60, the information produced
by an application is encoded so that the stream that is input into the communication
channel satisfies a specific partern or condition. The receiver checks the stream coming
out of the communication channel to see whether the pattern is satisfied. If it is not,
the receiver can be certain that an error has occurred and therefore sets an alarm to
alert the user. This certainty stems from the fact that no such pattern would have been
transmitted by the encoder.

The simplest code is the single parity check code that takes k information bits
and appends a single check bit to form a codeword. The parity check ensures that the
total number of 1s in the codeword is even; that is, the codeword has even parity.?! The
check bit in this case is called a pariry bit. This error-detection code is used in ASCII
where characters are represented by seven bits and the eighth-bit consists of a parity bit.

2ISome systems use odd parity by defining the check bit to be the binary complement of Equation (3.42).
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All inputs to channel Channel
satisfy pattern or condition output
Deliver user
. User. Encoder Pattqm > information or
information checking

set error alarm

FIGURE 3.60 General error-detection system.

This code is an example of the so-called linear codes because the parity bit is calculated
as the modulo 2 sum of the information bits:

byyy =by+by+ -+ b, modulo 2 (3.42)

where by, by, ..., by are the information bits.

Recall that in modulo 2 arithmetic 04+0=0,0+1=1,1+0=1,and 1 +1=0.
Thus, if the information bits contain an even number of s, then the parity bit will be
0; and if they contain an odd number, then the parity bit will be 1. Consequently, the
above rule will assign the parity bit a value that will produce a codeword that always
contains an even number of Is. This pattern defines the single parity check code.

If a codeword undergoes a single error during transmission, then the corresponding
binary block at the output of the channel will contain an odd number of 1s and the error
will be detected. More generally, if the codeword undergoes an odd number of errors,
the corresponding output block will also contain an odd number of 1s. Therefore, the
single parity bit allows us to detect all error patterns that introduce an odd number
of errors. On the other hand, the single parity bit will fail to detect any error patterns
that introduce an even number of errors, since the resulting binary vector will have
even parity. Nonetheless, the single parity bit provides a remarkable amount of error-
detection capability, since the addition of a single check bit results in making half of
all possible error patterns detectable, regardless of the value of k.

Figure 3.61 shows an alternative way of looking at the operation of this example.
At the transmitter a checksum is calculated from the information bits and transmitted
along with the information. At the receiver, the checksum is recalculated, based on the
received information. The received and recalculated checksums are compared, and the
error alarm is set if they disagree.

Information bits Received information bits
Recalculate
check bits

!

y

Calculate
: Compare [——>
check bits | peck Received Information
bits bits accepted if
check bits
match

FIGURE 3.61 Error-detection system using check bits.
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(a) A code with poor distance properties  (b) A code with good distance properties

x codewords o non-codewords

FIGURE 3.62 Distance properties of codes.

This simple example can be used to present two fundamental observations about
error detection. The first observation is that error detection requires redundancy in that
the amount of information that is transmitted is over and above the required minimum.
For a single parity check code of length k + 1, & bits are information bits, and one bit
is the parity bit. Therefore, the fraction 1/(k + 1) of the transmitted bits is redundant.

The second fundamental observation is that every error-detection technique will
fail to detect some errors. In particular, an error-detection technique will always fail to
detect transmission errors that convert a valid codeword into another valid codeword.
For the single parity check code, an even number of transmission errors will always
convert a valid codeword to another valid codeword.

The objective in selecting an error-detection code is to select the codewords that
reduce the likelihood of the transmission channel converting one valid codeword into
another. To visualize how this is done, suppose we depict the set of all possible binary
blocks as the space shown in Figure 3.62, with codewords shown by xs in the space
and noncodewords by os. To minimize the probability of error-detection failure, we
want the codewords to be selected so that they are spaced as far away from each other
as possible. Thus the code in Figure 3.62a is a poor code because the codewords are
close to each other. On the other hand, the code in Figure 3.62b is good because the
distance between codewords is maximized. The effectiveness of a code clearly depends
on the types of errors that are introduced by the channel. We next consider how the
effectiveness is evaluated for the example of the single parity check code.

EFFECTIVENESS OF ERROR-DETECTION CODES

The effectiveness of an error-detection code is measured by the probability that the
system fails to detect an error. To calculate this probability of error-detection failure,
we need to know the probabilities with which various errors occur. These probabilities
depend on the particular properties of the given communication channel. We will con-
sider three models of error channels: the random error vector model, the random bit
error model, and burst errors.

Suppose we transmit a codeword that has n bits. Define the error vector e =
(e1, €2, ...,e,) where ¢; =1 if an error occurs in the ith transmitted bit and ¢; =0
otherwise. In one extreme case, the random error vector model, all 2" possible error
vectors are equally likely to occur. In this channel model the probability of e does not
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depend on the number of errors it contains. Thus the error vector (1,0, ..., 0) has the
same probability of occurrence as the error vector (1, 1, ..., 1). The single parity check
code will fail when the error vector has an even number of 1s. Thus for the random
error vector channel model, the probability of error detection failure is 1/2.

Now consider the random bit error model where the bit errors occur indepen-
dently of each other. Satellite communications provide an example of this type of
channel. Let p be the probability of an error in a single-bit transmission. The probability
of an error vector that has j errors is p/ (1 — p)"~/, since each of the j errors occurs
with probability p and each of the n — j correct transmissions occurs with probability
1 — p. By rewriting this probability we obtain:

w(e)
plel = (1 — py" (@ pv(@ = (1 — py" (1—&;) (3.43)
where the weight w(e) is defined as the number of 1s in ¢. For any useful communica-
tion channel, the probability of bit error is much smaller than I, and so p < 1/2 and
p/(1 — p) < 1. This implies that for the random bit error channel the probability of
e decreases with the weight w(e), that is, as the number of errors (1s) increases. In
other words, an error pattern with a given number of bit errors is more likely than an
error pattern with a larger number of bit errors. Therefore this channel tends to map a
transmitted codeword into binary blocks that are clustered around the codeword.
The single parity check code will fail if the error pattern has an even number of Is.
Therefore, in the random bit error model:

Plerror detection failure] = Plundetectable error pattern]
= Plerror patterns with even number of 1s]

(™Y 21 — o2 () ot =yt
—(2>p(1 p) +(4)p(l p)' T+

where the number of terms in the sum extends up to the maximum possible even number
of errors. In the preceding equation we have used the fact that the number of distinct
binary n-tuples with j ones and n — j zeros is given by the binomial coefficient

n n!
(j) TR (49

In any useful communication system, the probability of a single-bit error p is
much smaller than 1. We can then use the following approximation: p‘(1 — p)/ ~
p'(1 — p/)y~ p'. For example, if p =107 then p?(1— p)" 2~ 107% and p*(l —
p)"~* 2 107", Thus the probability of detection failure is determined by the first term
in Equation (3.44). For example, suppose n =32 and p = 10~*. Then the probability
of error-detection failure is 5 x 107, a reduction of nearly two orders of magnitude.

We see then that a wide gap exists in the performance achieved by the two preceding
channel models. Many communication channels combine aspects of these two channels
in that errors occur in bursts. Periods of low error-rate transmission are interspersed
with periods in which clusters of errors occur. The periods of low error rate are similar
to the random bit error model, and the periods of error bursts are similar to the random

(3.44)
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FIGURE 3.63 Two-dimensional parity
check code.

Last column consists of

check bit for each row

Bottom row consists of
check bit for each column

error vector model. The probability of error-detection failure for the single parity check
code will be between those of the two channel models. In general, measurement studies
are required to characterize the statistics of burst occurrence in specific channels.

3.9.2 Two-Dimensional Parity Checks

A simple method to improve the error-detection capability of a single parity check
code is to arrange columns that consist of k information bits followed by a check bit
at the bottom of each column, as shown in Figure 3.63. The right-most bit in each row
is the check bit of the other bits in the row, so in effect the last column is a “‘check
codeword” over the previous m columns. The resulting encoded matrix of bits satisfies
the pattern that all rows have even parity and all columns have even parity.

If one, two, or three errors occur anywhere in the matrix of bits during transmission,
then at least one row or parity check will fail, as shown in Figure 3.64. However, some
patterns with four errors are not detectable, as shown in the figure.

The two-dimensional code was used in early data link controls where each column
consisted of seven bits and a parity bit and where an overall check character was added
at the end. The two-dimensional parity check code is another example of a linear code.
It has the property that error-detecting capabilities can be identified visually, but it does
not have particularly good performance. Better codes are discussed in a later (optional)
section on linear codes.

1001 0|lo 1 00120 FIGURE 3.64 Detectable and
undetectable error patterns for

0@0 001 0@0 0 01~ lwo-dimensionalcgdc.

1 001 0[0 Oneerror 1 001 0{0 Twoerrors

1101 1]0 1@®01 1|0~

1001 1)1 1001 1|1

f

1001 0f0 10010j|0

o@o®o1 o@®o®oj1

1 0'0‘1 010 Three errors 1001 0{0 Fourerrors

1@®0 1 1|0~ 1@o® 1|0

1001 1|1 1001 t|1

f

Arrows indicate failed check bits
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3.9.3 Internet Checksum

Several Internet protocols (e.g., IP, TCP, UDP) use check bits to detect errors. With
[P a checksum is calculated for the contents of the header and included in a special
field. Because the checksum must be recalculated at every router, the algorithm for the
checksum was selected for its ease of implementation in software rather than for the
strength of its error-detecting capabilities.

The algorithm assumes that the header consists of a certain number, say, L, of
16-bit words, by, by, b>, .. .. b, _; plus a checksum b, . These L words correspond to
the “information” in the terminology introduced in the previous sections. The 16-bit
checksum b; corresponds to the parity bits and is calculated as follows:

1. Each 16-bit word is treated as an integer, and the L words are added modulo 2'¢ — | :
x=by+b +by+ - +b,_, modulo2'® -1 (3.46)
2. The checksum then consists of the negative value of x:
b; = —x . (3.47)
3. The checksum by is then inserted in a dedicated field in the header.

The contents of all headers, including the checksum field, must then satisfy the following
pattern:

0=by+b, +b>+---+b,_; +b; modulo2'® -1 (3.48)

Each router can then check for errors in the header by calculating the preceding equation
tor each received header.

As anexample, suppose we use four-bit words, so we do the checksum using modulo
2%~ 1 =15 arithmetic. The sum of the words 1100 and 1010 is then 12 + 10 = 22,
which in modulo 15 arithmetic is equal to 7. The additive inverse of 7 in modulo 15
arithmetic is 8. Therefore the checksum for 1100 and 1010 is 1000.

Now consider using normal binary addition to do the above calculation. When
we add 1100 and 1010 we obtain 10110. However, 10000 corresponds to 16, which
in modulo arithmetic is equal to 1. Therefore each time there is a carry in the most
significant bit (in this example the fourth bit) we swing the carry bit back to the least
significant bit. Thus in modulo 2* ~ | = 15 arithmetic we obtain 1100 + 1010 = 0111,
which is 7 as expected. The |s complement of 0111 is 1000, which is 8 as before.

The actual Internet algorithm for calculating the checksum is described in terms of
1s complement arithmetic. In this arithmetic, addition of integers corresponds to modulo
2'°~1 addition, and the negative of the integer corresponding to the 16-bit word b is
found by taking its s complement; that is, every 0 is converted to a | and vice versa.
This process leads to the peculiar situation where there are two representations for 0,
0,0..... 0) and (1.1, ..., 1), which in turn results in additional redundancy in the
context of error detection. Given these properties of 1s complement arithmetic, step |
above then corresponds to simply adding the 16-bitintegersby +b; +by + --- +b; _,
using regular 32-bit addition. The modulo 2'® — | reduction is done by taking the
16 higher-order bits in the sum, shifting them down by 16 positions, and adding them
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unsigned short cksum(unsigned short *addr, int count)
{
/* Compute Internet checksum for "count" bytes
“* beginning at location “"addr".
*/
register long sum = 0;
while ( count > 1 ) {
/* This is the inner loop*/
sum += *addr++;
count -=2;

}

/* Add left-over byte, if any */
if { count > 0 )
sum += *addr;

/* Fold 32-bit sum to 16 bits */
while (sum >>16)
sum = (sum & OxfEff) + (sum >> 16);

return ~sum;

FIGURE 3.65 C language function for computing
Internet checksum.

back to the sum. Step 2 produces the negative of the resulting sum by taking the Is
complement. Figure 3.65 shows a C function for calculating the Internet checksum
adapted from [RFC 1071].

3.9.4 Polynomial Codes

We now introduce the class of polynomial codes that are used extensively in error
detection and correction. Polynomial codes are readily implemented using shift-register
circuits and therefore are the most widely implemented error-control codes. Polynomial
codes involve generating check bits in the form of a cyclic redundancy check (CRC).
For this reason they are also known as CRC codes.

In polynomial codes the information symbols, the codewords, and the error vectors
are represented by polynomials with binary coefficients. The k information bits (ix—1,
ix_a, ..., 101, io) are used to form the information polynomial of degree k — 1:

i(x)_—_ik-lxk‘l +ik_1xk'2+~~+ i1x + i (3.49)

The encoding process takes i{x) and produces a codeword polynomial b(x) that
contains the information bits and additional check bits and that satisfies a certain pattern.
To detect errors, the receiver checks to see whether the pattern is satisfied. Before we
explain this process, we need to review polynomial arithmetic. ~

The polynomial code uses polynomial arithmetic to calculate the codeword cor-
responding to the information polynomial. Figure 3.66 gives examples of polynomial
addition, multiplication, and division using binary coefficients. Note that with binary
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FIGURE 3.66 Polynomial arithmetic.

arithmetic, we have x/ + x/ = (1 + 1)x/ = 0. Therefore in the addition example,
wehave x7 + x8 + 1+ x0 + x5 = x7 + x5+ x6 + x5+ 1 = x" + x5 + 1. In the
multiplication example, we have: (x +1)(x>+x41) = x(x24x+ 1)+ 1(x3 4 x+1) =
Pl x+xl x4 l=x341

The division example is a bit more involved and requires reviewing the Euclidean
Division algorithm.?> When we divide a polynomial p(x) by g(x) our goal is to find
a quotient g (x) and a remainder r(x) so that p(x) = q(x)g(x) + r(x). If this sounds
quite foreign to you, consider the more familiar problem of dividing the integer 122 by
35. As shown in Figure 3.66, the result of longhand division gives a quotient of 3 and
aremainder of 17, and sure enough we find that 122 = 3 x 35 + 17. Now consider the
example in the figure where we divide x® + x° by x3 + x + 1:

1. The first term of the quotient is chosen so that when we multiply the given term by
the divisor, x* + x + 1, the highest power of the resulting polynomial is the same
as the highest power of the dividend, x® + x°. Clearly the first term of the quotient
needs to be x3.

2. Now multiply the term x* by the divisor, which gives x3(x3 + x 4 1) = x5 + x* +
x3, and subtract the result from the dividend. However, in modulo-two arithmetic
addition is the same as subtraction, so we add x6 + x* + x3 to the dividend x® +x3,
and obtain the interim remainder polynomial x> + x* + x3.

3. If the highest power of the interim remainder polynomial is equal or greater than
the highest power of the divisor, then the above two steps are repeated using the
interim remainder polynomial as the new dividend polynomial, and a new quotient
term is computed along with a new interim remainder polynomial. The algorithm
stops when the remainder polynomial has lower power than the divisor polynomial.

It is important to note that when the division is completed the remainder r (x) will
have a degree smaller than the degree of the divisor polynomial. In the example the

21n grade school, the fancy sounding Euclidean Division algorithm was called “longhand division.”
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FIGURE 3.67 Encoding
Steps:

procedure.
1. Multiply i(x) by "~ (puts zeros in (n—k) low-order positions).
2. Divide x"¥i(x) by g(x). Quotient Remainder
ki) = g(x) g0 + r(x)

3. Add remainder r(x) to x" ¥ i(x)
(puts check bits in the n—k low-order positions).

bx) = x"*i(x) + r(x) <— Transmitted codeword

divisor polynomial has degree 3, so the division process continues until the remainder
term has degree 2 or less.

A polynomial code is specified by its generator polynomial g(x). Here we assume
that we are dealing with a code in which codewords have n bits, of which k are infor-
mation bits and n — k are check bits. We refer to this type of code as an (n, k) code.
The generator polynomial for such a code has degree n — k and has the form

g =x"F g x" g+ 1 (3.50)

where g, —x—1, 8n—k—2, - - - , §1 are binary numbers. An example is shown in Figure 3.68,
that corresponds to a (7,4) code with generator polynomial g(x) = B4 x+1

The calculation of the cyclic redundancy check bits is described in Figure 3.67.
First the information polynomial is multiplied by x"~*.

XRi(x) = G A X T A xR (3.51)

If you imagine that the k information bits are in the lower k positions in a register
of length n, the multiplication by x"~* moves the information bits to the k highest-order
positions, since the highest term of i (x) can have degree k — 1. This situation is shown
in the example in Figure 3.68. The information polynomial is i(x) = x3 + x2, so the
first step yields x3i (x) = x® + x3. After three shifts to the left, the contents of the shift
register are (1,1,0,0,0,0,0).

Step 2 involves dividing x"~¥i(x) by g(x) to obtain the remainder r (x). The terms
involved in division are related by the following expression:

x"Fi(x) = g(x)q(x) +r(x) (3.52)

The remainder polynomial r(x) provides the CRCs. In the example in Figure 3.68,
we have x8 + x5 = g(x)(x? +x% +x) + x; that is, (x) = x. In the figure we also show
a more compact way of doing the division without explicitly writing the powers of x.
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. . FIGURE 3.68 Example of
Generator polynomial: g(x) = x” + x + 1 CRC encoding.
Information: (1,1,0,0) = i(x) = x> + x2
Encoding: x%i(x) = x® + x°

2 +xtx 1110
x3+x+1)x6+x5 lOllillOOOOO
A+ 1011
X+t Rl 1110
5. see 1011
B R S s 1010
A+ x? 1011
4+ 24x 010

x
Transmitted codeword:
bx)=x0+ x5+ x
-b = (1,1,0,0,0,1,0)

The final step in the encoding procedure obtains the binary codeword b(x) by
adding the remainder r (x) from x" % (x):

b(x) = x"Fi(x) + r(x). (3.53)

Because the divisor g(x) had degree n — k, the remainder r (x) can have maximum
degree n —k — 1 or lower. Therefore 7 (x) has at most n — k terms. In terms of the previ-
ously introduced register of length n, r (x) will occupy the lower n — k positions. Recall
that the upper k positions were occupied by the information bits. We thus see that this
encoding process introduces a binary polynomial in which the k higher-order terms are
the information bits and in which the n — k lower-order terms are the cyclic redundancy
check bits. In the example in Figure 3.68, the division of x%i(x) by g(x) gives the
remainder polynomial 7 (x) = x. The codeword polynomial is then x® + x> + x, which
corresponds to the binary codeword (1,1,0,0,0,1,0). Note how the first four positions
contain the original four information bits and how the lower three positions contains
the CRC bits.

In Figure 3.66 we showed that in normal division dividing 122 by 35 yields a
quotient of 3 and a remainder of 17. This result implies that 122 = 3(35) + 17. Note
that by subtracting the remainder 17 from both sides, we obtain 122 — 17 = 3(35) so
that 122 — 17 is evenly divisible by 35. Similarly, the codeword polynomial b(x) is
divisible by g(x) because

b(x) = x"" i) + r(x) =gx)g(x) +rx)+r(x)=gx)gx) (3.54)

where we have used the fact that in modulo 2 arithmetic r (x) + r (x) = 0. Equation (3.54)
implies that all codewords are multiples of the generator polynomial g(x). This is the
pattern that must be checked by the receiver. The receiver can check to see whether
the pattern is satisfied by dividing the received polynomial by g(x). If the remainder is
nonzero, then an error has been detected.

The Euclidean Division algorithm can be implemented using a feedback shift-
register circuit that implements division. The feedback taps in this circuit are deter-
mined by the coefficients of the generator polynomial. Figure 3.69 shows the division
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Encoder for g(x) = x* + x + 1

iy =x3+x° "80 1 Lgl ! &=l

i(x) —»& > Reg 0 ‘i} > Reg 1 > Reg 2

Clock Input Reg 0 Reg | Reg 2
0 - 0 0 0
1 =i 1 0 0
2 1=1i, 1 1 0
3 0=1 0 1 1
4 0=, 1 1 |
5 0 1 0 1
6 0 1 0 0
7 0 0 1 0

Check bits: rg=0 rn=1 r,=0

— r(x) =x
FIGURE 3.69 Shift-register circuit for generated polynomial.

circuit for the generated polynomial g(x) =x3 4 x + 1. The coefficients of the divi-
dend polynomial are fed into the shift register one coefficient at a time, starting with
the highest order coefficient. In the example, the dividend polynomial is x® + x* which
corresponds to the input sequence 1100000, as shown in the input column. The next
three columns in the figure show the states of the registers as the algorithm implements
the same division that was carried out in the previous encoding example. The contents
of the register correspond to the coefficients of the highest terms of the dividend poly-
nomial at any given step in the division algorithm. The rightmost register, Register 2 in
the example, contains the coefficient of the highest power term. Whenever Register 2
contains a “1,” a pattern corresponding to g(x) is fed back into the shift-register circuit.
This corresponds to the step in the division algorithm where the product of the new
quotient term and the divisor g(x) is subtracted from the current dividend. Thus clock
step 3, corresponds to the step where the quotient x? is calculated in Figure 3.68, and
similarly steps 4 and 5 correspond to the quotient terms x? and x, respectively. The
final remainder is contained in the registers after the 7 input bits have been shifted into
the circuit.

The same division circuit that was used by the encoder can be used by the receiver
to determine whether the received polynomial is a valid codeword polynomial.

3.9.5 Standardized Polynomial Codes

Table 3.7 gives generator polynomials that have been endorsed ina number of standards.
The CRC-12 and CRC-16 polynomials were introduced as part of the IBM bisync
protocol for controlling errors in a communication line. The CCITT-16 polynomial is
used in the HDLC standard and in XMODEM. The CCITT-32 is used in IEEE 802
LAN standards and in Department of Defense protocols. as well as in the CCITT v.42
modem standard. Finally CRC-8 and CRC-10 have recently been recommended for use
in ATM networks. In the problem section we explore properties and implementations
of these generator polynomials. In the next section we describe the criteria that have
been used in the selection of polynomial codes in international standards.
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TABLE 3.7 Standard generator polynomials.

Name Polynomial Used in
CRC-8 Bt +1 ATM header error check
CRC-10 R T TaE TS ATM AAL CRC
CRC-12 D A S N Uty Bisync
=@+ DhHa+x7+1)
CRC-16 64X+ x4 Bisync
=x+DEB+x+1)
CCITT-16 x4 x4 x5 4] HDLC, XMODEM, V.41
CCITT-32 X324 x4 xB X T 16 (124 1l 10 IEEE 802, DoD, V.42, AALS

x4+t x4+ 1

3.9.6 Error-Detecting Capability of a Polynomial Code

We now determine the set of channel errors that a polynomial code cannot detect. In
Figure 3.70 we show an additive error model for the polynomial codes. The channel
can be viewed as adding, in modulo 2 arithmetic, an error polynomial, which has 1s
where errors occur, to the input codeword to produce the received polynomial R (x):

R(x) =b(x) 4+ e(x). (3.55)

At the receiver, R(x) is divided by g(x) to obtain the remainder that is defined
as the syndrome polynomial s(x). If s(x) = 0. then R(x) is a valid codeword and is
delivered to the user. If s(x) # 0, then an alarm is set, alerting the user to the detected
error. Because

R(x) = b(x) + e(x) = g(x)q(x) + e(x) (3.56)

we see that if an error polynomial e(x) is divisible by g(x), then the error pattern will
be undetectable.

The design of a polynomial code for error detection involves first identifying the
error polynomials we want to be able to detect and then synthesizing a generator
polynomial g(x) that will not divide the given error polynomials. Figure 3.71 and
Figure 3.72 show the conditions required of g(x) to detect various classes of error
polynomials.

First consider single errors. The error polynomial is then of the form e(x) = x'.
Because g(x) has at least two nonzero terms, it is easily shown that when multiplied
by any quotient polynomial the product will also have at least two nonzero terms. Thus
single errors cannot be expressed as a multiple of g(x), and hence all single errors are
detectable.

An error polynomial that has double errors will have the form e(x) = x' + x/ =
x'(1+x/7) where j > i. From the discussion for single errors, g(x) cannot divide x'.

(Transmitter) b(x) R(x) (Receiver) FIGURE 3.70  Additive error model for
polynomial codes.

e(x) Error pattern
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FIGURE 3.71 Generator
polynomials for detecting
errors—opart 1.

1. Single errors: e(x) = x' 0sisn-1
If g(x) has miore than one term, it cannot divide e(x).
2. Double errors: ex)=x+x/ 0=isjsn-~-1
= xI(1+ 277
If g(x) is primitive, it will not divide (1+ x/™1)
forj—is 2% - 1.

3. Odd number of errors: e(1) = 1 if number of errors is odd.
If g(x) has (x + 1) as a factor, then g(1) = 0 and all
codewords have an even number of 1s.

Thus e(x) will be divisible by g(x) only if g(x) divides (1 + x/~1). Since i can assume
values from O to n — 2, we are interested in having 1 + x™ not be divisible by g(x)
for m assuming values from 1 to the maximum possible codeword length for which
the polynomial will be used. The class of primitive polynomials has the property that if
a polynomial has degree N, then the smallest value of m for which 1+ x™ is divisible by
the polynomial is 2V — 1 [Lin 1983]. Thusif g (x) is selected to be a primitive polynomial
with degree N = n —k, then it will detect all double errors as long as the total codeword
length does not exceed 2n—k _ 1. Several of the generator polynomials used in practice
are of the form g(x) = (1+x) p(x) where p(x) is a primitive polynomial. For example,
the CRC-16 polynomial is g(x) = (1 + x)(x!5 + x + 1) where p(x) = x® +x +1
is a primitive polynomial. Thus this g(x) will detect all double errors as long as the
codeword length does not exceed 2'° — 1 = 32,767.

Now suppose that we are intérested in being able to detect all odd numbers of er-
rors. If we can ensure that all code polynomials have an even number of 1s, then we will
achieve this error-detection capability. If we evaluate the codeword polynomial b(x) at
x = 1, we then obtain the sum of the binary coefficients of b(x).If b(1) = Oforall code-
word polynomials, then x + 1 must be a factor of all b(x) and hence g(x) must contain
x + 1 as a factor. For this reason g(x) is usually chosen so that it has x + 1 as a factor.

Finally consider the detection of a burst of errors of length L. As shown in Fig-
ure 3.72, the error polynomial has the form x'd(x). If the error burst involves L consec-
utive bits, then the degree of d(x) is L — 1. Reasoning as before, e(x) will be a multiple

ith FIGURE 3.72 Generator

position i polynomials for detecting
4 Ervors bursts of length b 0000[110 - 00011011{00 -0 SO —Part z
Error pattern d(x)

e(x) = x! d(x) where deg(d(x)) = L — 1
g(x) has degree n — k;
8(x) cannot divide d(x) if deg(g(x)) > deg(d(x))

o L = (n ~ k) or less: all will be detected

oL = (n — k + 1): deg(d(x)) = deg(g(x))
i.e. d(x) = g(x) is the only undetectable error pattern,
fraction of bursts that are undetectable = 1/2%2

L>(n —kk + 1): fraction of bursts that are undetectable
= 1/2""
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of g(x) only if d(x) is divisible by g(x). Now if the degree of d(x) is less than that of
g(x), then it will not be possible to divide d(x) by g(x). We conclude that if g(x) has
degree n — k, then all bursts of length n — k or less will be detected.

If the burst error has length L = n — k + 1, that is, degree of d(x) = degree of
8(x), then d(x) is divisible by g(x) only if d(x) = g(x). From Figure 3.72 d(x) must
have 1 in its lowest-order term and in its highest-order term, so it matches g(x) in these
two coefficients. For d(x) to equal g(x), it must also match gx)inthen — k — 1
coefficients that are between the lowest- and highest-order terms. Only one of the
2"=%=1 such patterns will match g(x). Therefore, the proportion of bursts of length
L =n —k+ 1 that is undetectable is 1/2" %1, Finally. it can be shown that in the case
of L > n — k + 1 the fraction of bursts that is undetectable is 1/2mk,

3.9.7 Linear Codes®

We now introduce the class of linear codes that are used extensively for error detection
and correction. A binary linear code is specified by two parameters: k and n. The
linear code takes groups of k information bits, b, b,. .. . . bi, and produces a binary
codeword b that consists of n bits, by, by, ..., b,. As an example consider the (7,4)
linear Hamming code in which the first four bits of the codeword b consist of the
four information bits b;, b,, b3, and b4 and the three check bits bs, bg, and b, are
given by

bs = b + b3y + by
b = b; + by + by (3.57)
b=+ by+ b3+ by

We have arranged the preceding equations so that it is clear which information bits
are being checked by which check bits, that is, bs checks information bits by, b3, and
bs. These equations allow us to determine the codeword for any block of information
bits. For example, if the four information bits are (0,1, 1,0), then the codeword is
givenby (0,1,1,0,04+1+0.0+1+0,04+1+0,1+1+0) = 0.1,1,0,1, 1, 0).
Table 3.8 shows the set of 16 codewords that are assi gned to the 16 possible information
blocks.

In general, the n — k check bits of a linear code ity ., by, are determined by
n — k linear equations:2*

by = apb, +apnby 4+ +apb;
biyr = a» b +anby 4+ 4 ayby
. (3.58)

by = a-inb1 + a-gpbs + -+ + A by

Section titles preceded by @ provide additional details and are not essential for subsequent sections.
24We require the set of linear equations to be linearly independent; that is, no equation can be written as a
linear combination of the other equations.

q
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TABLE 3.8 Hamming (7.4) code.

Information Codeword Weight
b] bz b3 b4 bl h2 173 [)4 b5 b6 b7 w(Q)
0 0 0 O 0 0 0 0 0 0 0 0
0 0 0 ! o 0 0 1 1 1 1 4
0 0 1 0 0 01 0 1 0 1 3
0 0 1 1 0o 0 1 1 0 1 O 3
0o 1 0 O 0 1 0 0 0 1 1 3
0 1 0 1 o 1 0 1 1 0 0 3
0o 1 1 0 o 1 1 0 1 1 0 4
0 1 1 1 o 1 1 1 0 0 1 4
1 0 0 0 I 0 0 0 1 1 0 3
1 0 0 1 1 0 0 1 0 0 t 3
I 0 1 O I 0o 1 0 0 1 |1 4
1 0 1 1 10 ¢t 1 1 0 0 4
1 1 0 O 1 1 0 0 1 0 4
I 1 0 1 11 0 1 0 1 90 4
1 1 1 0 It 1 0 0 0 O 3
I 1 1 1 I 1 1 1 1 1 1 7

The coefficients in the preceding equations are binary numbers, and the addition
is modulo 2. We say that by ; checks the information bit b; if aj; is 1. Therefore
bi+; is given by the modulo 2 sum of the information bits that it checks, and thus the
redundancy in general linear codes is determined by parity check sums on subsets of
the information bits. Note that when all of the information bits are 0, then all of the
check bits will be 0. Thus the n-tuple 0 with all zeros is always one of the codewords
of a linear code. Many linear codes can be defined by selecting different coefficients
[a;i]. Coding books such as those listed at the back of the chapter contain catalogs of
good codes that can be selected for various applications.

In linear codes the redundancy is provided by the n — k check bits. Thus if the
transmission channel has a bit rate of R bits/seconds, then k of every n transmitted bits
are information bits, so the rate at which user information flows through the channel is
Rinfo = (k/n) R bits/second.

Linear codes provide a very simple method for detecting errors. Before considering
the general case, we illustrate the method using the Hamming code (Table 3.8). Suppose
that in Equation (3.58) we add bs to both sides of the first equation, bg to both sides of
the second equation, and b7 to both sides of the third equation. We then obtain

0 =bs+ bs=b, + b3 + by + bs
O=bs+bs=b +b + by + bg (3.59)
O0=b;+by= +by+bi+by + by

where we have used the fact that in modulo 2 arithmetic any number plus itself is
always zero. The preceding equations state the conditions that must be satisfied by
every codeword. Thus if r = (ry, r, r3. 74, I's, re, r7) is the output of the transmission
channel, then r is a codeword only if its components satisfy these equations. If we
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write the equations in matrix form, we obtain a more compact representation for the
conditions that all codewords must meet.

0 1011100 | b
0f = |1101010| |bs| =HB' =0 (3.60)
0 0111001 |bs

The matrix H is defined as the 3 x 7 matrix and &' is the codeword arranged as a column
vector. (Above we had previously defined b as row vector.)

By following the same procedure we have used in this example, we find that the
condition or pattern that all codewords in a linear code must meet is given by the
matrix equation:

HbY =0 (3.61)

where 0 is a column vector with n — k components all equal to zero, b’ is the code-
word arranged as a column vector, and check matrix H has dimension n — k rows by
n columns and is given by

ajy ain ak 10...0
asy ajn Az 01...0

H= ) . (3.62)
An-k)l  An-k)2 --. Qn-kk 00...1

Errors introduced in a binary channel can be modeled by the additive process shown
in Figure 3.73a. The output of the binary channel can be viewed as the modulo 2 addition
of an error bit e to the binary input b. If the error bit equals 0, then the output of the
channel will correspond to the input of the channel and no transmission error occurs; if
the error bit equals 1, then the output will differ from the input and a transmission error
occurs. Now consider the effect of the binary channel on a transmitted codeword. As
shown in Figure 3.73b, the channel can be viewed as having a vector input that consists

(a) Single bit input FIGURE 3.73 Additive error channel.

(Transmitter) b r (Receiver)

e Error pattern
(b) Vector input

(Transmitter) b r (Receiver)

e Error pattern
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of the n bits that correspond to the codeword. The output of the channel 7 is given by
the modulo 2 sum of the codeword b and an error vector ¢ that has 1s in the components
where an error occurs and Os elsewhere:

r=b+e ’ (3.63)

The error-detection system that uses a linear code checks the output of a binary
channel r to see whether r is a valid codeword. The system does this by checking to
see whether r satisfies Equation (3.61). The result of this calculation is an (n — k) x 1
column vector called the syndrome:

s=Hr (3.64)

If s = 0, then r is a valid codeword; therefore, the system assumes that no errors
have occurred and delivers r to the user. If s # 0, then r is not a valid codeword
and the error-detection system sets an alarm indicating that errors have occurred in
transmission. In an ARQ system a retransmission is requested in response to the alarm.
In an FEC system the alarm would initiate a processing based on the syndrome that
would attempt to identify which bits were in error and then proceed to correct them.

The error-detection system fails when s = 0 but the output of the channel is not
equal to the input of the channel; that is, ¢ is nonzero. In terms of Equation (3.64) we
have

O=s=Hr=Hb+e)=Hb+He=0+He=He (3.65)

where the fourth equality results from the linearity property of matrix multiplication
and the fifth equality uses Equation (3.61). The equality He = 0 implies that when
s = 0 the error pattern ¢ satisfies Equation (3.61) and hence must be a codeword. This
implies that error detection using linear codes fails when the error vector is a codeword
that transforms the input codeword b into a different codeword r = b + e. Thus the set
of all undetectable error vectors is the set of all nonzero codewords, and the probability
of detection failure is the probability that the error vector equals any of the nonzero
codewords.

In Figure 3.74 we show an example of the syndrome calculation using the (7,4)
Hamming code for error vectors that contain single, double, and triple errors. We see
from the example that if a single error occurred in the jth position, then the syndrome
will be equal to the jth column of the H matrix. Since all the columns of H are nonzero,
it follows that the syndrome will always be nonzero when the error vector contains a
single error. Thus all single errors are detectable. The second example shows that if the
error vector contains an error in location i and an error in location j, then the syndrome
is equal to the sum of the ith and jth columns of H. We note that for the Hamming (7,4)
code all columns are distinct. Thus the syndrome will be nonzero, and all error vectors
with two errors are detectable. The third example shows an error vector that contains
three errors. The syndrome for this particular error vector is zero. In conclusion, we
find that this Hamming code can detect all single and double errors but fails to detect
some triple errors.
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FIGURE 3.74 Syndrome calculation.

The general class of Hamming codes can be defined with H matrices that satisfy
the properties identified in the preceding example.?® Note that in the Hamming (7,4)
code each of the 2* — 1 possible nonzero binary triplets appears once and only once
as a column of the H matrix. This condition enables the code to detect all single and
double errors. Let m be an integer greater than or equal to 2. We c71 then construct
an H matrix that has as its columns the 2™ — 1 possible nonzero binary m-tuples. This
H matrix corresponds to a linear code with codewords of length n =2" — 1 and with
n —k = m check bits. All codes that have this H matrix are called Hamming codes, and
they are all capable of detecting all error vectors that have single and double errors.
In the examples we have been using the m =3 Hamming code. It is interesting to note
that the Hamming codes can be implemented using polynomial circuits of the type
discussed earlier in this section.

PERFORMANCE OF LINEAR CODES

In Figure 3.62 we showed qualitatively that we can minimize the probability of error-
aetection failure by spacing codewords apart in the sense that it is unlikely for errors
to convert one codeword into another. In this section we show that the error-detection
performance of a code is determined by the distances between codewords.

25The codes are named after their inventor Richard Hamming, who also pioneered many of the first concepts
of linear codes.
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The Hamming distance d (b, b,) between the binary vectors b, and b, is defined
as the number of components in which they differ. Thus the Hamming distance between
two vectors increases as the number of bits in which they differ increases. Consider
the modulo 2 sum of two binary n-tuples b, + b,. The components of this sum will
equal one when the corresponding components in b, and b, differ, and they will be
zero otherwise. Clearly, this result is equal to the number of 1s in by + b,, s0

d(by, by) = w(b, + by) (3.66)

where w is the weight function introduced earlier. The extent to which error vectors with
few errors are more likely than error vectors with many errors suggests that we should
design linear codes that have codewords that are far apart in the sense of Hamming
distance.

Define the minimum distance d,,;, of a code as follows:

d..n = distance between two closest distinct codewords (3.67)

For any given linear code, the pair of closest codewords is the most vulnerable
to transmission error, so dn, can be used as a worst-case type of measure. From
Equation (3.65) we have that if b, and b, are codewords, then b, + b, isalsoacodeword.
To find d,,;,, we need to find the pair of distinct codewords b, and b, that minimize
d(b,, b,). By Equation (3.66), this is equivalent to finding the nonzero codeword with
the smallest weight. Thus

dpmin = weight of the nonzero codeword with the smallest number of 1s (3.68)

From Table 3.8 above, we see the Hamming (7,4) code has dpin = 3.

If we start changing the bits in a codeword one at a time until another codeword
is obtained, then we will need to change at least d,, bits before we obtain another
codeword. This situation implies that all error vectors with d;, — 1 or fewer errors are
detectable. We say that a code is t-error detecting if dpin > t + 1.

Finally, let us consider the probability of error-detection failure for a general linear
code. In the case of the random error vector channel model, all 2" possible error patterns
are equally probable. A linear (n, k) code fails to detect only the 2k — 1 error vectors
that correspond to nonzero codewords. We can state then that the probability of error-
detection failure for the random error vector channel model is K —1)/2" & 1/2m*,
Furthermore, we can decrease the probability of detection failure by increasing the
number of parity bits n — k.

Consider now the random bit error channel model. The probability of detection
failure is given by

P[detection failure] = Pl[e is a nonzero codeword]

Z (1 _ p)nfw(g)pw(_b_)

nonzero codewords b

dmax

Z Nw(l _ p)nprw

w=dpmin

~ Ny p®™  forp <1 (3.69)

min
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The second summation adds the probability of all nonzero codewords. The third
summation combines all codewords of the same weight, so N,, is the total number
of codewords that have weight w. The approximation results from the fact that the
summation is dominated by the leading term when p is very small.

Consider the (7,4) Hamming code as an example once again. For the random
error vector model, the probability of error-detection failure is 1/2* = 1/8. On the
other hand, for the random bit error channel the probability of error-detection failure is
approximately 7p3, since d,,;x = 3 and seven codewords have this weight. If p = 1074,
then the probability of error-detection failure is 7 x 10~'*. Compared to the single parity
check code, the Hamming code yields a tremendous improvement in error-detection
capability.

3.9.8 Error Correction

In FEC the detection of transmission errors is followed by processing to determine
the most likely error locations. Assume that an error has been detected so s # 0.
Equation (3.70) describes how an FEC system attempts to carry out the correction.

s=Hr=H(b+e)=Hb+He=0+ He = He. (3.70)

The receiver uses Equation (3.70) to calculate the syndrome and then to diagnose the
most likely error pattern. If H were an invertible matrix, then we could readily find the
error vector frome = H™'s. Unfortunately, H is not invertible. Equation (3.70) consists
of n — k equations in n unknowns, e|, e, ..., e,. Because we have fewer equations
than unknowns, the system is underdetermined and Equation (3.70) has more than one
solution. In fact, it can be shown that 2* binary n-tuples satisfy Equation (3.70). Thus for
any given nonzero s, Equation (3.70) allows us to identify the 2 possible error vectors
that could have produced s. The error-correction system cannot proceed unless it has
information about the probabilities with which different error patterns can occur. The
error-correction system uses such information to identify the most likely error pattern
from the set of possible error patterns.

We provide a simple example to show how error correction is carried out. Sup-
pose we are using the Hamming (7,4) code. Assume that the received vector is r =
(0,0,1,0,0,0,1). The syndrome calculation gives s = (1,0,0)". Because the fifth column
of His (1,0,0), one of the error vectors that gives this syndrome is (0,0,0,0,1,0,0). Note
from Equation 3.70 that if we add a codeword to this error vector, we obtain another
vector that gives the syndrome (1,0,0)'. The 2f = 16 possible error vectors are obtained
by adding the 16 codewords to (0,0,0,0,1,0,0) and are listed in Table 3.9. The error-
correction system must now select the error vector in this set that is most likely to have
been introduced by the channel. Almost all error-correction systems simply select the
error vector with the smallest number of 1s. Note that this error vector also corresponds
to the most likely error vector for the random bit error channel model. For this example
the error-correction system selects ¢ = (0,0,0,0,1,0,0) and then outputs the codeword
r +e =(0,0,1,0,1,0,1) from which the user extracts the information bits, 0010. Algo-
rithms have been developed that allow the calculation of the most likely error vector
from the syndrome. Alternatively, the calculations can be carried out once, and then a
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TABLE 3.9 Error vectors corresponding to syndrome (1, 0. 0)".

Error vectors Weight

€ €2 e3 ey és €6 e w(e)
0 0 0 0 1 0 0 1

0 0 0 1 0 1 1 3
0 0 I 0 0 0 1 2
0 0 1 1 1 I 0 4
0 i 0 0 1 1 1 4
0 1 0 1 0 0 0 2
0 1 1 0 0 1 0 3

0 1 1 1 1 0 1 5

1 0 0 0 0 1 0 2

1 0 0 i 1 0 1 4

1 0 I 0 1 1 1 5

1 0 1 1 0 0 0 3

1 1 0 0 0 0 1 3

1 1 0 1 1 1 0 S

1 1 1 0 1 0 0 4

1 1 1 1 0 1 1 6

table can be set up that contains the error vector that is to be used for correction for
each possible syndrome. The error-correction system then carries out a table lookup
each time a nonzero syndrome is found.

The error-correction system is forced to select only one error vector out of the 2¢
possible error vectors that could have produced the given syndrome. Thus the error-
correction system will successfully recover the transmitted codeword only if the error
vector is the most likely error vector in the set. When the error vector is one of the
other 2k~! possible error vectors, the error-correction system will perform corrections
in the wrong locations and actually introduce more errors! In the preceding example,
assuming a random bit error channel model, the probability of the most likely error
vector is p(1 — p)® & p for the error vector of weight 1; the probability of the other
error vectors is approximately 3p?(1 — p)? for the three error vectors of weight 2 and
where we have neglected the remainder of the error patterns. Thus when the error-
correction system detects an error the system’s attempt to correct the error fails with
probability

3p*(l = p)’
p(1 — p)® +3p2(1 — p)S

Figure 3.75 summarizes the four outcomes that can arise from the error-correction
process. We begin with the error vector that is revealed through its syndrome. If s = 0,
then the received vector r is accepted as correct and delivered to the user. Two outcomes
lead to s = 0: the first corresponds to when no errors occur in transmission and has
probability (1 — p)” &~ 1 — 7p; the second corresponds to when the error vector is
undetectable and has probability 7p?. If s # 0, the system attempts to perform error
correction. This situation occurs with probability 1 = P[s = 0] = 1 = {1-Tp+7p3} ~
7 p. Two further outcomes are possible in the s # 0 case: the third outcome is when the
error vector is correctable and has conditional probability (1 — 3 p); the fourth is when

~3p 3.7
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s=Hr=He FIGURE 3.75 Summary of
7 error-correction process outcomes.
p
s=0 s#0

1-3p 3p

No errors in Undetectable  Correctable Uncorrectable

transmission errors errors errors

(1=py 7p* Tp(1-3p) 21p?

the error vector is not correctable and has conditional probability 3 p. From the figure we
see that the probability that the error-correction system fails to correct an error pattern
is 21 p%. To summarize, the first and third outcomes yield correct user information. The
second and fourth outcomes result in the delivery of incorrect information to the user.
Through this example we have demonstrated the analysis required to determine the
effectiveness of any error-correction system.

D EWIIYAME Performance Improvement of Hamming Code

Suppose that the (7,4) code is used in a channel that has a bit error rate of p = 10~>. The
probability that the decoder fails to correct an error pattern is then 21 p% =21 x 1075,
which is a reduction in bit error rate of two orders of magnitude from the original bit.
error rate of 1073,

Now suppose that the code is used in a “relatively” clean optical transmission sys-
tem, for example, p = 10~'2, then the probability of incorrect decoding is 2.1 x 10723,
If the transmission speed is 1 Gbps, then this corresponds to a decoding error occurring
roughly every 1.5 million years! In other words, the optical digital transmission system
can be made error free as long as the error-producing mechanism can be modeled by
independent bit errors.

The minimum distance of a code is useful in specifying its error-correcting capa-
bility. In Figure 3.76 we consider a code with d,;, = 5, and we show two codewords
that are separated by the minimum distance. If we start by changing the bits in b, one
bit at a time until we obtain b,, we find four n-tuples between the two codewords. We
can imagine drawing a sphere of radius 2 around each codeword. The sphere around
b, will contain two of the n-tuples, and the sphere around b, will contain the other
n-tuples.

Note that because all pairs of codewords are separated by at least distance d,pin,
we can draw a sphere of radius 2 around every single codeword, and these spheres
will all be nonoverlapping. This geometrical view gives us another way of looking at
error correction. We can imagine that the error-correction system takes the vector r and
looks up which sphere it belongs to; the system then generates the codeword that is
at the center of the sphere. Note that if the error vector introduced by the channel has
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Set of all n-tuples
within distance 7

Set of all n-tuples
within distance ¢

FIGURE 3.76 Partitioning of n-tuples into disjoint spheres: If
dyin = 2t + 1, nonoverlapping spheres of radius ¢ can be drawn
around each codeword.

two or fewer errors, then the error-correction system will always produce the correct
codeword. Conversely. if the number of errors is more than two. the error-correction
system will produce an incorrect codeword.

The discussion of Figure 3.76 can be generalized as follows. Given a linear code
with d,,;, > 2t + 1, it is possible to draw nonoverlapping spheres of radius ¢ around
all the codewords. Hence the error-correction system is guaranteed to operate correctly
whenever the number of errors is smaller than ¢. For this reason we say that a code is
t-error correcting if d,;,, = 2t + 1.

The Hamming codes introduced above all have dp, = 3. Consequently, all
Hamming codes are single-error correcting. The Hamming codes use m =n — k bits
of redundancy and are capable of correcting single errors. An interesting question is,
if we use n — k = 2m bits in a code of length n = 2" — |, can we correct all double
errors? Similarly, if we use n —k = 3m, can we correct triple errors? The answer is yes
in some cases and leads to the classes of BCH and Reed-Solomon codes [Lin 1983].

In this book we have presented only linear codes that operate on non-overlapping
blocks of information. These block codes include the classes of Hamming codes, BCH
codes, and Reed-Solomon codes that have been studied extensively and are in wide
use. These codes provide a range of choice in terms of n, k, and dy, that allows
a system designer to select a code for a given application. Convolutional codes are
another important class of error-correcting codes. These codes operate on overlapping
blocks of information and are also in wide use. [Lin 1983] provides an introduction to
convolutional codes.

Finally, we consider the problem of error correction in channels that introduce
bursts of errors. The codes discussed up to this point correct error vectors that contain
(dmin — 1)/2 or fewer errors. These codes can be used in channels with burst errors if
combined with the following interleaving method. The user information is encoded
using the given linear code, and the codewords are written as columns in an array as
shown in Figure 3.77. The array is transmitted over the. communication channels row
by row. The interleaver depth L is selected so that the errors associated with a burst
are distributed over many codewords. The error-correction system will be effective if



190 CHAPTER 3 Digital Transmission Fundamentals

L codewords
written vertically
in array; then by b | ba| &4 o br-albr-albyf b
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FIGURE 3.77 Interleaving.

the number of errors in each codeword is within its error-correcting capability. For
example, if the linear code can correct up to two errors, then interleaving makes it
possible to correct any burst of length less than 2L.

SUMMARY

Binary information, “bits,” are at the heart of modern communications. All information
can be represented as blocks or streams of bits. Modern communication networks are
designed to carry bits and therefore can handle any type of information.

We began this chapter with a discussion of the basic properties of common types
of information such as text, image. voice, audio, and video. We discussed how analog
signals can be converted into sequences of binary information. We also discussed the
amount of information that is required to represent them in terms of bits or bits/second.

We described the difference between digital and analog communication and ex-
plained why digital communication has prevailed. We then considered the design of
digital transmission systems. The characterization of communication channels in terms
of their response to sinusoidal signals and to pulse signals was introduced. The notion
of bandwidth of a channel was also introduced.

We first considered baseband digital transmission systems. We showed how the
bandwidth of a channel determines the maximum rate at which pulses can be transmitted
with zero intersymbol interference. This is the Nyquist signaling rate. We then showed
the effect of SNR on the reliability of transmissions and developed the notion of channel
capacity as the maximum reliable transmission rate that can be achieved over a channel.

Next we explained how modems use sinusoidal signals to transmit binary informa-
tion over bandpass channels. The notion of a signal constellation was introduced and
used to explain the operation of telephone modem standards.
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The properties of different types of transmission media were discussed next. We
first considered twisted-pair cable, coaxial cable. and optical fiber. which are used in
“wired” transmission. We then discussed radio and infrared light, which are used in
wireless transmission. Important physical layer standards were used as examples where
the various types of media are used.

Finally, we presented coding techniques that are used in error control. Basic error-
detection schemes that are used in many network standards were introduced first. An
optional section then discussed error-correction schemes that are used when a return

channel is not available.

CHECKLIST OF IMPORTANT TERMS

amplitude-response function

amplitude shift keying (ASK)

analog signal

asymmetric digital subscriber
line (ADSL)

attenuation

bandwidth of a channel

bandwidth of a signal

baseband transmission

# binary linear code

bipolar encoding

bit rate

burst error

cable modem

channel

channel capacity

check bit

# check matrix

checksum

coaxial cable

codeword

cyclic redundancy check (CRC)

delay

differential encoding

differential Manchester encoding

digital transmission

equalizer

error control

error detection
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spectrum twisted-pair cable

¢ syndrome _ uniform quantizer

syndrome polynomial unshielded twisted pair (UTP)

# r-error detecting wavelength

transmission error wavelength-division multiplexing (WDM)
transmission medium weight
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PROBLEMS

3.1. Suppose the size of an uncompressed text file is | megabyte.
(a) How long does it take to download the file over a 32 kilobit/second modem?
(b) How long does it take to download the file over a | megabit/second modem?
(c) Suppose data compression is applied to the text file. How much do the transmission
times in parts (a) and (b) change?

3.2. A scanner has a resolution of 600 x 600 pixels/square inch. How many bits are-produced
by an 8-inch x 10-inch image if scanning uses 8 bits/pixel? 24 bits/pixel?

3.3. Suppose a computer monitor has a screen resolution of 1200 x 800 pixels. How many bits
are required if each pixel uses 256 colors? 65.536 colors?
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Explain the difference between facsimile, GIF, and JPEG coding. Give an example of an
image that is appropriate to each of these three methods.

A digital transmission system has a bit rate of 45 megabits/second. How many PCM voice
calls can be carried by the system?

Suppose a storage device has a capacity of 1 gigabyte. How many |-minute songs can the
device hold using conventional CD format? using MP3 ceding?

How many high-quality audio channels can be transmitted using an HDTV channel?

How many HDTV channels can be transmitted simultaneously over the optical fiber trans-
mission systems in Table 3.3?

Comment on the properties of the sequence of frame images and the associated bit rates
in the following examples:

(a) A children’s cartoon program.

(b) A music video.

(¢) A tennis game; a basketball game.

(d) A documentary on famous paintings.

Suppose that at a given time of the day. in a city with a population of | million. 1 percent

of the people are on the phone.

(a) What is the total bit rate generated by all these people if each voice call is encoded
using PCM?

(b) What is the total bit rate if all of the telephones are replaced by H.261 videoconfer-
encing terminals?

Consider an analog repeater system in which the signal has power 0% and each stage adds
noise with power a2, For simplicity assume that each repeater recovers the original signal
without distortion but that the noise accumulates. Find the SNR after n repeater links.
Write the expression in decibels: SNR dB = 101log,,SNR.

Suppose that a link between two telephone offices has 50 repeaters. Suppose that the
probability that a repeater fails during a year is 0.01 and that repeaters fail independently
of each other.

(a) What is the probability that the link does not fail at all during one year?

(b) Repeat (a) with 10 repeaters; with 1 repeater.

Suppose that a signal has twice the power as a noise signal that is added to it. Find the
SNR in decibels. Repeat if the signal has 10 times the noise power? 2" times the noise
power? 10* times the noise power?

A way of visualizing the Nyquist theorem is in terms or periodic sampling of the second

hand of a clock that makes one revolution around the clock every 60 seconds. The Nyquist

sampling rate here should correspond to two samples per cycle, that is, sampling should

be done at least every 30 seconds.

(a) Suppose we begin sampling when the second hand is at 12 o’clock and that we sample
the clock every 15 seconds. Draw the sequence of observations that result. Does the
second hand appear to move forward?
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(b) Now suppose we sample every 30 seconds. Does the second hand appear to move
forward or backward? What if we sample every 29 seconds?

(c) Explain why a sinusoid should be sampled at a little more than twice its frequency.

(d) Now suppose that we sample every 45 seconds. What is the sequence of observations
of the second hand?

(e) Motion pictures are made by taking a photograph 24 times a second. Use part (¢) to
explain why car wheels in movies often appear to spin backward while the cars are
moving forward!

“*Software radios™ are devices that can demodulate and decode any radio signal regardless
of format or standard. The basic idea in software radio is to immediately convert the
transmitted radio signal into digital form so that digital signal processing software can
be used to do the particular required processing. Suppose that a software radio is to de-
modulate FM radio and television. What sampling rate is required in the A/D conversion?
The transmission bandwidth of FM radio is 200 kHz. and the transmission bandwidth of
television is 6 MHz.

An AM radio signal has the form x () = m(r) cos(27 f.1). where m(t) is a low-pass signal
withbandwidth W Hz. Suppose that x (1) is sampled at arate of 2W samples/second. Sketch
the spectrum of the sampled sequence. Under which conditions can m(t) be recovered
from the sampled sequence? Hint: See Appendix 3C.

A black-and-white image consists of a variation in intensity over the plane. .

(a) By using an analogy to time signals, explain spatial frequency in the horizontal di-
rection; in the vertical spatial direction. Hint: Consider bands of alternating black and
white bands. Do you think there is a Nyquist sampling theorem for images?

(b) Now consider a circle and select a large even number N of equally spaced points
around the perimeter of the circle. Draw a line from each point to the center and color
alternating regions black and white. What are the spatial frequencies in the vicinity
of the center of the circle?

. A high-quality speech signal has a bandwidth of 8 kHz.

(a) Suppose that the speech signal is to be quantized and then transmitted over a
28.8 kbps modem. What is the SNR of the received speech signal?

(b) Suppose that instead a 6« bps modem is used? What is the SNR of the received
speech signal?

(¢) What modem speed is needed if we require an SNR of 40 dB?

An analog television signal is a low-pass signal with a bandwidth of 4 MHz. What bit rate
is required if we quantize the signal and require an SNR of 60 dB?

An audio digitizing utility in a PC samples an input signal at a rate of 44 kHz and
16 bits/sample. How big a file is required to record 20 seconds?

Suppose that a signal has amplitudes uniformly distributed between —V and V.

(a) What is the SNR for a uniform quantizer that is designed specitically for this source?

(b) Suppose that the quantizer design underestimates the dynamic range by a factor of 2;
that is, the actual dynamic range is —2V to 2V. Plot the quantization error versus
signal amplitude for this case. What is the SNR of the quantizer?
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A telephone office line card is designed to handle modem signals of the form x(r) =
Acos2mf.t + ¢(t)). These signals are to be digitized to yield an SNR of 40 dB using a
uniform quantizer. Due to variations in the length of lines and other factors, the value of
A varies by up to a factor of 100.

(a) How many levels must the quantizer have to produce the desired SNR?

(b) Explain how an adaptive quantizer might be used to address this problem.

The basic idea in companding is to obtain robustness with respect to variations in signal
level by using small quantizer intervals for small signal values and larger intervals for
larger signal values. Consider an eight-level quantizer in which the inner four intervals
are A wide and the outer four intervals are 2A wide. Suppose the quantizer covers the
range —1 to 1. Find the SNR if the input signal is uniformly distributed between —V and
V for 1/2 < V < 1. Compare to the SNR of a uniform quantizer.

Suppose that a speech signal is A/D and D/A converted four times in traversing a telephone
network that contains analog and digital switches. What is the SNR of the speech signal
after the fourth D/A conversion?

A square periodic signal is represented as the following sum of sinusoids:

2 o= (=DF
8 = r_rk;?.k+1

(a) Suppose that the signal is applied to an ideal low-pass filter with bandwidth 15 Hz.
Plot the output from the low-pass filter and compare to the original signal. Repeat for
5 Hz; for 3 Hz. What happens as W increases?

(b) Suppose that the signal is applied to a bandpass filter that passes frequencies from 5
to 9 Hz. Plot the output from the filter and compare to the original signal.

cos(2k + Dyt

Suppose that the 8 kbps periodic signal in Figure 3.25 is transmitted over a system that
has an attenuation function equal to 1 for all frequencies and a phase function that is equal
to —90° for all frequencies. Plot the signal that comes out of this system. Does it differ in
shape from the input signal?

A 10 kHz baseband channel is used by a digital transmission system. Ideal pulses are sent
at the Nyquist rate, and the pulses can take 16 levels. What is the bit rate of the system?

Suppose a baseband transmission system is constrained to a maximum signal level of
+1 volt and that the additive noise that appears in the receiver is uniformly distributed
between [—1/15, 1/15]. How many levels of pulses can this transmission system use
before the noise starts introducing errors?

What is the maximum reliable bit rate possible over a telephone channel with the following
parameters:

(a) W=24kHz SNR =20dB

(b) W =2.4kHz SNR = 40 dB

(¢) W=3.0kHz SNR =20dB

(d) W =3.0kHz SNR =40dB
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Suppose we wish to transmit at a rate of 64 kbps over a 3 kHz telephone channel. What
is the minimum SNR required to accomplish this?

Suppose that a low-pass communications system has a 1 MHz bandwidth. What bit rate is
attainable using 8-level pulses? What is the Shannon capacity of this channel if the SNR
is 20 dB? 40 dB?

Most digital transmission systems are “self-clocking™ in that they derive the bit syn-

chronization from the signal itself. To do this, the systems use the transitions between

positive and negative voltage levels. These transitions help define the boundaries of the bit
intervals.

(a) The nonreturn-to-zero (NRZ) signaling method transmits a 0 with a +1 voltage of
duration T, and a | with a —1 voltage of duration T. Plot the signal for the se-
quence n consecutive 1s followed by n consecutive Os. Explain why this code has a
synchronization problem.

(b) In differential coding the sequence of Os and 1s induces changes in the polarity of the
signal; a binary 0 results in no change in polarity, and a binary 1 results in a change
in polarity. Repeat part (a). Does this scheme have a synchronization problem?

(¢) The Manchester signaling method transmits a 0 as a +1 voltage for T /2 seconds fol-
lowed by a — 1 for T/2 seconds; a 1 is transmitted as a —1 voltage for T /2 seconds
followed by a + 1 for T'/2 seconds. Repeat part (a) and explain how the synchroniza-
tion problem has been addressed. What is the cost in bandwidth in going from NRZ
to Manchester coding?

Consider a baseband transmission channel with a bandwidth of 10 MHz. Which bit rates
can be supported by the bipolar line code and by the Manchester line code?

The impulse response in a T-1 copper-wire transmission system has the idealized form
where the initial pulse is of amplitude 1 and duration 1 and the afterpulse is of amplitude
—0.1 and of duration 10.

(a) Let (1) be the narrow input pulse in Figure 3.27. Suppose we use the following
signaling method: Every second, the transmitter accepts an information bit; if the
information bit is 0, then —§(¢) is transmitted, and if the information bit is 1. then
8(r) is transmitted. Plot the output of the channel for the sequence 1111000. Explain
why the system is said to have “dc” or baseline wander.

(b) The T-1 transmission system uses bipolar signaling in the following fashion: If the
information bit is a 0, then the input to the system is 0 = §(7); if the information
bit is a 1, then the input is 8(¢) for an even occurrence of a 1 and —48(¢) for an odd
occurrence of a 1. Plot the output of the channel for the sequence 1111000. Explain
how this signaling solves the “dc” or baseline wander problem.

The raised cosine transfer function, shown in Figure 3.31. has a corresponding impulse

-response given by

sin(mt/T) cos(mat/T)

P = T Gt/ T

(a) Plot the response of the information sequence 1010 fora = %: o= é
7.

(b) Compare this plot to the response, using the pulse in Figure 3.2
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Suppose a CATV system uses coaxial cable to carry 100 channels, each of 6 MHz band-

width. Suppose that QAM modulation is used.

(a) What is the bit rate/channel if a four-point constellation is used? eight-point
constellation?

(b) Suppose a digital TV signal requires 4 Mbps. How many digital TV signals can each
channel handle for the two cases in part (a)?

Explain how ASK was used in radio telegraphy. Compare the use of ASK to transmit
Morse code with the use of ASK to transmit text using binary information.

Suppose that a modem can transmit eight distinct tones at distinct frequencies. Every
T seconds the modem transmits an arbitrary combination of tones (that is, some are pre-
sent, and some are not present).

(a) What bit rate can be transmitted using this modem?

(b) Is there a relationship between T and the frequency of the signals?

A phase modulation system transmits the modulated signal A cos(2r f.t + ¢) where the
phase ¢ is determined by the two information bits that are accepted every T'-second
interval:

for 00, ¢ = 0;for 01, ¢ = 7/2;for 10, ¢ = m;for 11, ¢ = 37 /2.

(a) Plot the signal‘constellation for this modulation scheme.
(b) Explain how an eight-point phase modulation scheme would operate.

Suppose that the receiver in a QAM system is not perfectly synchronized to the carrier of
the received signal; that is, the receiver multiplies the received signal by 2 cos(2r f.t + ¢)
and by 2sin(2n/f.t + ¢) where ¢ is a small phase error. What is the output of the
demodulator?

In differential phase modulation the binary information determines the change in the phase
of the carrier signal cos(2 f.t). For example, if the information bits are 00, the phase
change is 0; if 01, it is 7 /2; for 10, it is 7; and for 11, it is 37 /2.

(a) Plot the modulated waveform that results from the binary sequence 01100011. Com-
pare it to the waveform that would be produced by ordinary phase modulation as
described in problem 3.39.

(b) Explain how differential phase modulation can be demodulated.

A new broadcast service is to transmit digital music using the FM radio band. Stereo audio
signals are to be transmitted using a digital modem over the FM band. The specifications
for the system are the following: Each audio signal is sampled at a rate of 40 kilosamples/
second and quantized using 16 bits; the FM band provides a transmission bandwidth of
200 kiloHertz.

(a) What is the total bit rate produced by each stereo audio signal?

(b) How many points are required in the signal constellation of the digital modem to

accommodate the stereo audio signal?

A twisted-wire pair has an attenuation of 0.7 dB/kilometer at 1 kHz.

(a) How long can a link be if an attenuation of 20 dB can be tolerated?

(b) A twisted pair with loading coils has an attenuation of 0.2 dB/kilometer at 1 kHz.
How long can the link be if an attenuation of 20 dB can be tolerated?
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Use Figure 3.47 and Figure 3.50 to explain why the bandwidth of twisted-wire pairs and
coaxial cable decreases with distance.

Calculate the bandwidth of the range of light covering the range from 1200 nm to 1400 nm.
How many Hz per person are available if the population of the world is six billion people?
Repeat for 1400 nm to 1600 nm. (Note that the speed of light in fiber is approximately
2 x 10® m/sec.)

Suppose that we wish to delay an optical signal by 1 nanosecond. How long a length
of optical fiber is needed to do this? How much is the signal attenuated? Repeat for
1 millisecond.

Compare the attenuation in a 100 km link for optical fibers operating at 850 nm, 1300 nm,
and 1550 nm.

The power of an optical signal in dBm is defined as 10log,, P where P is in milliwatts.

(a) What is the power in milliwatts of a =30 dBm signal? 6 dBm signal?

(b) What is the power in dBm of 1 microwatt signal?

(c) What is the power of an optical signal if initially it is 2 mW and then undergoes
attenuation by 10 dB?

A 10 dBm optical signal propagates across N identical devices. What is the output signal
power if the loss per device is 1 dB? (See Problem 3.48.)

Suppose that WDM wavelengths in the 1550 nm band are separated by 0.8 nm. What is
the frequency separation in Hz? What is an appropriate bit rate for signals carried on these
wavelengths? Repeat for 0.4 nm and 0.2 nm.

Can WDM be used for simultaneous transmission of optical signals in opposite directions?
Explain how prisms and prismlike devices can be used in WDM systems.

Compare the transition from analog repeaters to digital regenerators for copper-based
transmission systems to the current transition from single-wavelength digital regenerator
optical systems to multiwavelength optically amplified systems? What is the same and
what is different? What is the next transition for optical transmission systems?

Suppose a network provides wavelength services to users by establishing end-to-end wave-
lengths across a network. A wavelength converter is a device that converts an optical signal
from one wavelength to another wavelength. Explain the role of wavelength converters in
such a network.

A satellite is stationed approximately 36,000 km above the equator. What is the attenuation
due to distance for the microwave radio signal?

Suppose a transmission channel operates at 3 Mbps and has a bit error rate of 1073, Bit
errors occur at random and independent of each other. Suppose that the following code is
used. To transmit a 1, the codeword 111 is sent; to transmit a 0, the codeword 000 is sent. -
The receiver takes the three received bits and decides which bit was sent by taking the
majority vote of the three bits. Find the probability that the receiver makes a decoding error.
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An early code used in radio transmission involved codewords that consist of binary bits

and contain the same number of 1s. Thus the two-out-of-five code only transmits blocks

of five bits in which two bits are 1 and the others 0.

(a) List the valid codewords.

(b) Suppose that the code is used to transmit blocks of binary bits. How many bits can
be transmitted per codeword?

(¢) What pattern does the receiver check to detect errors?

(d) What is the minimum number of bit errors that cause a detection failure?

Find the probability of error-detection failure for the code in problem 3.57 for the following
channels:

(a) The random error vector channel.

(b) The random bit error channel.

Suppose that two check bits are added to a group of 2n information bits. The first check

bit is the parity check of the first n bits, and the second check bit is the parity check of

the second # bits.

(a) Characterize the error patterns that can be detected by this code.

(b) Find the error-detection failure probability in terms of the error-detection probability
of the single parity check code.

(c) Does it help to add a third parity check bit that is the sum of all the information
bits?

Letg(x) = x3 + x + 1. Consider the information sequence 1001.

(a) Find the codeword corresponding to the preceding information sequence.

(b) Suppose that the codeword has a transmission error in the first bit. What does the
receiver obtain when it does its error checking?

ATM uses an eight-bit CRC on the information contained in the header. The header has
six fields:
First 4 bits: GFC field
Next 8 bits: VPI field
Next 16 bits: VCI field
Next 3 bits: Type field
Next 1 bit: CLP field
Next 8 bits: CRC
(a) The CRC is calculated using the following generator polynomial: x® + 2 +x+ 1
Find the CRC bits if the GFC, VPI, Type, and CLP fields are all zero and the VCI field
is 00000000 00001111. Assume the GFC bits correspond to the highest-order bits in
the polynomial.
(b) Can this code detect single errors? Explain why.
(c) Draw the shift register division circuit for this generator polynomial.

Suppose a header consists of four 16-bit words: (11111111 11111111, 11111111
00000000, 11110000 11110000, 11000000 11000000). Find the Internet checksum for
this code.

Letg;(x)=x + landlet g2(x) = x3 + x% + 1. Consider the information bits (1,1,0,1,1,0).
(a) Find the codeword corresponding to these information bits if g(x) is used as the
generating polynomial.
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(b) Find the codeword corresponding to these information bits if g,(x) is used as the
generating polynomial.

(c) Can gy(x) detect single errors? double errors? triple errors? If not, give an example
of an error pattern that cannot be detected.

(d) Find the codeword corresponding to these information bits if g(x)=g;(x)g2(x)
is used as the generating polynomial. Comment on the error-detecting capabilities
of g(x).

Take any binary polynomial of degree 7 that has an even number of nonzero coefficients
Show by longhand division that the polynomial is divisible by x + 1.

A repetition code is an (n. 1) code in which the n — 1 parity bits are repetitions of the
information bit. Is the repetition code a linear code? What is the minimum distance of the
code?

A transmitter takes K groups of £ information bits and appends a single parity bit to each
group. The transmitter then appends a block parity check word in which the jth bit in the
check word is the modulo 2 sum of the jth components in the X codewords.

(a) Explain why this code is a ((K + 1)(k + 1), Kk) linear code.

(b) Write the codeword as a (k + 1) row by (K + 1) column array in which the first
K columns are the codewords and the last column is the block parity check. Use this
array to show how the code can detect all single, double, and triple errors. Give an
example of a quadruple error that cannot be detected.

(c) Find the minimum distance of the code. Can it correct all single errors? If so, show
how the decoding can be done.

(d) Find the probability of error-detection failure for the random bit error channel.

Consider the m = 4 Hamming code.

(a) What is n, and what is k for this code?

(b) Find the parity check matrix for this code.

(c) Givethe set of linear equations for computing the check bits in terms of the information
bits.

(d) Write a program to find the set of all codewords. Do you notice anything peculiar
about the weights of the codewords?

(e) If the information is produced at a rate of 1 Gbps, what is the bit rate of the encoded
sequence?

(f) What is the bit error rate improvement if the code is used in a channel with p = 1074?
p=10"197

Show that an easy way to find the minimum distance is to find the minimum number of
columns of H whose sum gives the zero vector.

. Suppose we take the {7,4) Hamming code and obtain an (8,4) code by adding an overall

parity check bit.

(a) Find the H matrix for this code.

(b) What is the minimum distance?

(c) Does the extra check bit increase the error-correction capability? the error-detection
capability?
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3.70. A (7.3) linear code has check bits given by

by=0by+ by
by = b + b3
bg = b, + b;

by =bi + b+ bs

(a) Find the H matrix.

(b) Find the minimum distance.

(¢) Find the set of all codewords. Do you notice anything peculiar about the set of
codewords.

3.71. An error-detecting code takes k information bits and generates a codeword with 2k 4 |
encoded bits as follows:

The first k bits consist of the information bits.
The next k bits repeat the information bits.
The next bit is the XOR of the first & bits.

(a) Find the check matrix for this code.

(b) What is the minimum distance of this code?

(c) Suppose the code is used on a channel that introduces independent random bit errors
with probability 10~3. Estimate the probability that the code fails to detect an erroneous
transmission.

3.72. A (6,3) linear code has check bits given by .

by = by + by
bs = b, + b3
be = by + bs

(a) Find the check matrix for this code.
(b) What is the minimum distance of this code?
(c) Find the set of all codewords.

3.73. (Appendix 3A). Consider an asynchronous transmission system that transfers N data bits
between a start bit and a stop bit. What is the maximum value of N if the receiver clock
frequency is within 1 percent of the transmitter clock frequency?

APPENDIX 3A:
ASYNCHRONOUS DATA TRANSMISSION

The Recommended Standard (RS) 232, better known as the serial line interface, typ-
ically provides a communication channel between a computer and a device such as a
modem. RS-232 is an Electronic Industries Association (EIA) standard that specifies
the interface between data terminal equipment (DTE) and data communications equip-
ment (DCE) for the purpose of transferring serial data. Typically, DTE represents a
computer or a terminal, and DCE represents a modem. CCITT recommended a similar
standard called V.24.

RS-232 specifies the connectors, various electrical signals, and transmission proce-
dures. The connectors have 9 or 25 pins, referred to as DB-9 or DB-25, respectively. The
D-type connector contains two rows of pins. From the front view of a DB-25 connector,
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FIGURE 3.78 Commonly used pins in DB-25 connector.

the pins at the top row are numbered from 1 to 13, and the pins at the bottom row are
numbered from 14 to 25. Figure 3.78a shows a typical 25-pin connector.

The electrical specification defines the signals associated with connector pins. Polar
NRZ with a voltage between +3 to +25 volts is interpreted to be a binary 0, and —3 to
—25 volts a binary 1. Figure 3.78b shows the functional description of commonly used
signals. DTR is used by the DTE to tell the DCE that the DTE is on. DSR is used by the
DCE to tell the DTE that the DCE is also on. When the DCE detects a carrier indicating
that the channel is good, the DCE asserts the CD pin. If there is an incoming call, the
DCE notifies the DTE via the RI signal. The DTE asserts the RTS pin if the DTE wants
to send data. The DCE asserts the CTS pin if the DCE is ready to receive data. Finally,
data is transmitted in full-duplex mode, from DTE to DCE on the TXD line and from
DCE to DTE on the RXD line.

In RS-232, data transmission is said to be asynchronous because the receiver clock
is free-running and not synchronized to the transmitter clock. It is easy to see that even if
both clocks operate at nearly the same frequencies, the receiver will eventually sample
the transmitter bit stream incorrectly due to slippage. The solution is to transmit data
bits in short blocks with each block delimited by a start bit at the beginning and a stop
bit at the end of a block. The short block ensures that slippage will not occur before
the end of the block. Figure 3.79 illustrates the asynchronous transmission process.
When the receiver detects the leading edge of the start bit, the receiver begins sampling
the data bits after 1.5 periods of the receiver clock to ensure that sampling starts near
the middle of the first data bit and slippage will not occur at the subsequent data bits.
Typically a block consists of a start bit, a character of seven or eight data bits, and a
stop bit. A parity bit can also be optionally added to enable the receiver to check the
integrity of the data bits.
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FIGURE 3.79 Framing and synchronization in asynchronous transmission.

Suppose that the transmitter pulse duration is X and the receiver pulse durationis 7.
If the receiver clock is slower than the transmitter clock and the last sample must occur
before the end of the stop bit, then we must have 9.5T < 10X. If the receiver clock
is faster than the transmitter clock and the last sample must occur after the beginning
of the stop bit, then we must have 9.5T > 9X. These two inequalities can be satisfied
if (T — X)/X| < 5.3 percent. In other words, the receiver clock frequency must be
within 5.3 percent of the transmitter clock frequency.

APPENDIX 3B: FOURIER SERIES

Let x(t) represent a periodic signal with period T. The Fourier series resolves this
signal into an infinite sum of sine and cosine terms

ad 2 2
x(t) =ap+ 2; [a,, cos( ﬂTm> + by, sin( 7;’")] (3B.1)

where the coefficients a, and b, represent the amplitude of the cosine and sine terms,
respectively. The quantity n/T represents the nth harmonic of the fundamental fre-

quency fo=1/T.
The coefficient ag is given by the time average of the signal over one period

1 T/2
ap = —/ x(t)dt (3B.2)
T J-tn2

which is simply the time average of x(¢) over one period.

The coefficient a,, is obtained by multiplying both sides of Equation (3B.1) by the
cosine function cos(2mnt/T) and integrating over the interval —T/2 to T/2. Using
Equations (3B.1) and (3B.2) we obtain

1 T2 2 nt
a, = —/ x(t) cos
T /-2

) dt, n=12,... (3B.3)
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The coefficient b, of the sinusoid components is obtained in a similar manner:

T/2 2
b, = l/ x(:)sin<—ﬂ’1) dt, n=12 .. (3B.4)
T ) T

The following trigonometric identity
B
Acosu + Bsinu = VA2 + B2cos (u — tan~! Z) (3B.5)

allows us to rewrite equation (3B.1) as follows:

e 2mnt b, it 2mnt
x(t)=ap+2 Z \/az + b? cos(—jTl—tan“ a—) =ap+2 Z |c,,|cos(—T—+0n)
n=1 n

n=]

(3B.6)
A periodic function x(#) is said to have a discrete spectrum with components at the
frequencies, 0, fo, 2 fo, . ... The magnitude of the discrete spectrum at the frequency

component nfj is given by

lenl = y/a2 + b?,' (3B.7)

and the phase of the discrete spectrum at nfj is given by

by,
0, = —tan™! = (3B.8)

APPENDIX 3C: SAMPLING THEOREM

Reliable recovery of analog signals from digital form requires a sampling rate greater
than some minimum value. We now explain how the Nyquist sampling theorem comes
about. Let x(nT) be the sequence of samples that result from the sampling of the
analog signal x (). Consider a sequence of very narrow pulses 8(t — nT) that are
spaced T seconds apart and whose amplitudes are modulated by the sample values
x(nT) as shown in Figure 3.18.

Y(0) =Y " x(nT)8(t —nT) (3C.1)

Signal theory enables us to show that y(r) has the spectrum in Figure 3.80a, where the
spectrum of x(r) is given by its Fourier transform:

X(f):/ x(r)e—ﬂ”f’dz=/°° x(t)cosantdt+j/oo x(t)sin27 fr dt
e — - (3C2)
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FIGURE 3.80 Spectrum of sampled signal: If the sampling
rate is less than 2W then the original signal cannot be recovered.

The spectrum X (f) is defined for positive and negative frequencies and is complex
valued. The spectrum of the sampled signal is

r=Yx(r-7) (3C.3)

k

The sampling theorem result depends on having these repeated versions of the spectrum
be sufficiently apart. If the sampling rate 1/T is greater than 2W, then the translated
versions of X ( f) will be nonoverlapping. When a signal is applied to an ideal lowpass
filter, the spectrum of the output signal consists of the portion of the spectrum of the
input signal that falls in the range zero to W. Therefore, if we apply a low-pass filter to
y(t) as shown in Figure 3.80b, then we will recover the original exact spectrum X (f)
and hence x (¢). We conclude that the analog signal x(¢) can be recovered exactly from
the sequence of its sample values as long as the sampling rate is 2W samples/second.

Now consider the case where the sampling rate 1/ T is less than 2W. The repeated
versions of X (f) now overlap, and we cannot recover x (1) precisely (see Figure 3.80c).
If we were to apply y(¢) to a low-pass filter in this case, the output would include an
aliasing error that results from the additional energy that was introduced by the tails of
the adjacent signals. In practice, signals are not strictly bandlimited, and so measures
must be taken to control aliasing errors. In particular, signals are frequently passed
through a low-pass filter prior to sampling to ensure that their energy is confined to the
bandwidth that is assumed in the sampling rate.



CHAPTER 4

Circuit-Switching Networks

Circuit-switching networks provide dedicated circuits that enable the flow of infor-
mation between users. The most familiar example of a circuit-switching network is the
telephone network, which provides 64 kbps circuits for the transfer of voice signals
between users. An equally important example of a circuit-switching network is the
transport network. The purpose of a transport network is to provide high bandwidth
circuits, that is, large pipes typically in the range of 50 Mbps to 10 Gbps, between
clients such as telephone switches and large routers. Transport networks provide the
backbone of large pipes that interconnect telephone switches to form the telephone
network. Transport networks also form the backbone that interconnects large routers
to form the Internet. Transport networks can also be used to provide the backbone for
large corporate networks.

We cover two major topics in this chapter: how a circuit-switching network is
built using multiplexers and switches, and how signaling procedures control the set
up of circuits across a network. We first examine electronic and optical approaches
to multiplexing multiple circuits onto a shared transmission system, and we explain
the electronic and optical multiplexing hierarchy of modern transport networks. Next
we explain how circuit multiplexers and switches are used to build the transport
networks that form the backbone of modern computer and telephone networks. We
also explain how these transport networks can be designed so that service is un-
interrupted even in the presence of failures in network equipment and transmission
lines.

Next we examine the signaling procedures required to set up connections in circuit-
switched networks. We use telephone networks as an example of a circuit-switched
network that requires a separate dedicated signaling network to set up and tear down
huge numbers of connections. Finally we explain how signaling is evolving to set up
connections in many new types of networks.

In terms of the OSI reference model, the circuits in transport networks provide the
physical layer that transfers bits. These circuits constitute the digital pipes that enable

206
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the transfer of frames between data link layer peer processes. In later chapters we will
see that virtual circuits are used in the data link and network layers.

The chapter is organized into the following sections:

. Multiplexing. We explain multiplexing techniques that are used for sharing trans-

mission resources, in particular, we introduce frequency-division multiplexing. time-
division multiplexing. and wavelength-division multiplexing. We introduce the
established digital multiplexing hierarchy that was developed in the telephone net-
work and the emerging optical multiplexing hierarchy that is the basis for today’s
backbone networks.

SONET multiplexing. We explain the very important SONET standard for multi-
plexing of high-speed digital signals over optical transmission systems.

Transport networks. Transport networks provide high-bit rate connections between
equipment attached to the backbone network. First we explain how SONET multi-
plexers are configured in linear, ring, and mesh topologies to provide flexible and
highly reliable transport networks. We then explain why and how optical systems
based on WDM are evolving to provide high-bandwidth transport networks.
Circuit switches. We introduce several methods for the design of the switches that
are used in circuit-switched networks.

. The telephone nenwork. We discuss the operation of the telephone network, and

we examine how transmission and switching facilities are organizéd to provide the
end-to-end physical connections that enable a telephone call.

Signaling. We discuss different approaches to setting up circuits across a network.
We then use the signaling system in the telephone network as an example. We
explain how signaling systems are evolving to provide connections in new types of
networks.

. Traffic management in circuit-switched networks. We introduce the notion of con-

centration, which allows a large number of users to dynamically share a smaller
number of transmission lines. We consider the management of traffic flows in the
network and the various techniques for routing circuits in a network. We then discuss
the overload control mechanisms that are required when various problem conditions
arise in networks.

Cellular telephone networks. We explain the frequency-reuse concept that underlies
cellular communications, and we explain how cellular networks extend the telephone
“circuits” to mobile users. We focus on the critical role that signaling plays in the
operation of cellular telephone networks.

4.1 MULTIPLEXING

Multiplexing in the physical layer involves the sharing of transmission systems by
several connections or information flows. The capacity of a transmission system is
given by its bandwidth, which is measured in Hertz for analog transmission systems
and bits/second for digital transmission systems. Multiplexing is desirable when the
bandwidth of individual connections is much smaller than the bandwidth of the available
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FIGURE 4.1 Multiplexing: (a) Users have dedicated—and more
costly resources. tb) Users share a single transmission line through
the use of multiplexers.

transmission system. For example, the FM radio frequency band is approximately
20 MHz wide in North America, and a standard FM radio signal occupies 150 kHz, so
multiplexing is used to carry simultaneously multiple radio signals over the FM radio
band. Another example is provided by early digital transmission systems that could
achieve bit rates of about 2 megabits/second. Here multiplexing can be used in the
digital transmission system to carry multiple 64 kilobit/second signals.

In Figure 4.1a we show an example where three users near one location communi-
cate with three users near another location by using three separate sets of wires.! This
arrangement, which completely dedicates network resources, that is, wires, to each
pair of users, was typical in the very early days of telephony. However, this approach
quickly becomes unwieldy, inefficient and expensive as the number of users increases.
Multiplexing is introduced when a transmission line has sufficient bandwidth to carry
several connections. Figure 4.1b shows a multiplexer that combines the signals from
three users in a single transmission line. In the remainder of this section we discuss
several approaches to multiplexing the information from multiple connections into a
single transmission line.

4.1.1 Frequency-Division Multiplexing

Suppose that a transmission line has a bandwidth W that is much greater than that
required by a single connection. For example, in Figure 4.2a each user has a
signal of W, Hz, and the transmission system has bandwidth greater than 3W, Hz. In
frequency-division multiplexing (FDM), the bandwidth is divided into a number of
frequency slots, each of which can accommodate the signal of an individual connection.
The multiplexer assigns a frequency slot to each connection and uses modulation to
place the signal of the connection in the appropriate slot. This process results in an
overall combined signal that carries all the connections as shown in Figure 4.2b. The
combined signal is transmitted, and the demultiplexer recovers the signals correspond-
ing to each connection and delivers the signal to the appropriate user. Reducing the
number of wires that need to be handled reduces the overall cost of the system.

'Many connections, including telephone connections, require two channels for communication in each
direction. To keep the discussion simple, we deal with communication in one direction only.
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(a) m FIGURE 4.2 Frequency-division multiplexing:
(a) three signals each with bandwidth of W, Hz over
0w, f separate channels: (b) combined signal fits into a
A;\ frequency band of W Hu.
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FDM was introduced in the telephone network in the 1930s. The basic analog
multiplexer combines 12 voice channels in one line. Each voice signal occupies about
3.4 kHz but the channels are assigned 4 kHz of bandwidth to provide guard bands
between channels. The multiplexer modulates each voice signal so that it occupies a
4 kHz slot in the band between 60 and 108 kHz. The combined signal is called a group.
A hierarchy of analog multiplexers has been defined. For example, a supergroup (that
carries 60 voice signals) is formed by multiplexing five groups, each of bandwidth
48 kHz, into the frequency band from 312 to 552 kHz. Note that for the purposes of
multiplexing, each group .s treated as an individual signal. Ten supergroups can then
be multiplexed to form a mastergroup of 600 voice signals that occupies the band 564
to 3084 kHz. Various combinations of mastergroups have also been defined.

Familiar examples of FDM are broadcast radio. and broadcast and cable television,
where each station has an assigned frequency band. Stations in AM, FM, and television
are assigned frequency bands of 10 kHz, 200 kHz. and 6 MHz, respectively. FDM
is also used in cellular telephony where a pool of frequency slots. typically of 25 to
30 kHz each, are shared by the users within a geographic cell. Each user is assigned
a frequency slot for each direction. Note that in FDM the user information can be in
analog or digital form and that the information from all the users flows simultaneously.

4.1.2 Time-Division Multiplexing

In time-division multiplexing (TDM), the multiplexed connections share a single
high-speed digital transmission line. Each connection produces a digital information
flow that is then inserted into the high-speed line using temporal interleaving. For
example, in Figure 4.3a each connection generates a signal that produces one unit of
information every 3T seconds. This unit of information could be a bit, a byte, or a
fixed-size block of bits. Typically, the transmitted bits are organized into frames that
in turn are divided into equal-sized slots. For example, in Figure 4.3b the transmission
line is three times faster and can send one unit of info-mation every T seconds, and
the combined signal has a frame structure that consists of three slots, one for each user.
During connection setup each connection is assigned a slot that can accommodate the
informatioh produced by the connection.
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FIGURE 4.3  Time-division multiplexing:
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TDM was introduced in the telephone network in the early 1960s. The T-1 carrier
system that carries 24 digital telephone connections is shown in Figure 4.4. Recall
that a digital telephone speech signal is obtained by sampling a speech waveform
8000 times/second and by representing each sample with eight bits. The T-1 system
uses a transmission frame that consists of 24 slots of eight bits each. Each slot carries
one PCM sample for a single connection. The beginning of each frame is indicated by
a single “framing bit.” The resulting transmission line has a speed of

(1 4+ 24 x 8) bits/frame x 8000 frames/second = 1.544 Mbps 4.1

Note how ir TDM the slot size and the repetition rate determine the bit rate of the
individual connections. The framing bit allows the receiver to determine the beginning
and end of a frame. The value of the framing bit alternates in value, so the receiver can
determine whether a target bit is the framing bit if the target bit follows the alternation.

The T-1 carrier system was introduced in 1961 to carry the traffic between tele-
phone central offices. The growth of telephone network traffic and the advances in dig-
ital transmission led to the development of a standard digital multiplexing hierarchy.
The emergence of these digital hierarchies is analogous to the introduction of high-
speed multilane expressways interconnecting major cities. These digital transmission
hierarchies define the global flow of telephone traffic. Figure 4.5 shows the digital
transmission hierarchies that were developed in North America and Europe. In North
America and Japan, the digital signal 1 (DS1), which corresponds to the output of a T-1

(22,23 .24 b 1 2
|

I Frame

FIGURE 4.4 T-1 carrier system uses TDM to carry 24 digital signals in telephone
system.
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FIGURE 4.5 Basic digital hierarchies.

multiplexer, became the basic building block. The DS2 signal is obtained by combin-
ing four DS1 signals and then adding 136 kilobits of synchronization information. The
DS3 signal is obtained by combining seven DS2 signals and adding 552 kilobits of syn-
chronization information. The DS3 signal, with a speed of 44.736 Mbps, has found ex-
tensive use in providing high-speed communications to large users such as corporations.

In Europe the CCITT developed a similar digital hierarchy. The CEPT-1 (also
referred to as E-1) signal consisting of thirty-two 64-kilobit channels forms the basic
building block.? Only 30 of the 32 channels are used for voice channels; one of the
other channels is used for signaling, and the other channel is used for frame alignment
and link maintenance. The second, third, and fourth levels of the hierarchy are obtained
by grouping four of the signals in the lower level, as shown in Figure 4.5.

The operation of a time-division multiplexer involves tricky problems with the
synchronization of the input streams. Figure 4.6 shows two streams, each with a nominal
rate of one bit every T seconds, that are combined into a stream that sends two bits
every T seconds. What happens if one of the streams is slightly slower than 1/T bps?
Every T seconds, the multiplexer expects each input to provide a one-bit input; at some
point the slow input will fail to produce its input bit. We will call this event a bit slip.
Note that the “late” bit will be viewed as an “early” arrival in the next T -second interval.
Thus the slow stream will alternate between being late, undergoing a bit slip, and then
being early. Now consider what happens if one of the streams is slightly fast. Because
bits are arriving faster than they can be sent out, bits will accumulate at the multiplexer
and eventually be dropped.

2These standards were first developed by the Committee European de Post et Telegraph (CEPT).
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FIGURE 4.6 Relative timing of input and output streams in a
TDM multiplexer showing an example where the first signal is
slightly slower and experiences a bit slip.

To deal with the preceding synchronization problems, time-division multiplexers
have traditionaily been designed to operate at a speed slightly higher than the combined
speed of the inputs. The frame structure of the multiplexer output signal contains bits
that are used to indicate to the receiving multiplexer that a slip has occurred. This ap-
proach enables the streams to be demultiplexed correctly. Note that the introduction of
these extra bits to deal with slips implies that the frame structure of the output stream is
not exactly synchronized to the frame structure of all the input streams. To extract an in-
dividual input stream from the combined signal, it is necessary to demultiplex the entire
combined signal, make the adjustments for slips, and then remove the desired signal.

4.1.3 Wavelength-Division Multiplexing

Current optical fiber transmission systems can carry individual optical signals at bit
rates in the tens of Gbps. The associated laser diodes and electronic technologies have
a maximum speed limit in the tens of Gbps. In Figure 3.55 in Chapter 3, we can see
that optical fiber has several bands of low-attenuation wavelengths and that these bands
have a total bandwidth in the tens of terahertz (THz). Recall that 1 THz = 1000 GHz.
Current individual digital transmission signals are limited to tens of Gbps and do not
come close to exploiting the available bandwidth.

The information carried by a single optical fiber can be increased through the use of
wavelength-division multiplexing (WDM). WDM can be viewed as an optical-domain
version of FDM in which multiple information signals modulate optical signals at dif-
ferent optical wavelengths (colors). The resulting signals are combined and transmitted
simultaneously over the same optical fiber as shown in Figure 4.7. Various optical de-
vices such as prisms and diffraction gratings can be used to combine and split color
signals. For example, early WDM systems combined 16 wavelengths at 2.5 Gbps to pro-
vide an aggregate signal of 16 x 2.5 Gbps = 40 Gbps. Figure 4.8 shows the transmitted
signal in one such system. WDM systems with 32 wayelengths at 10 Gbps have a total
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FIGURE 4.7 Wavelength-division multiplexing.



